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Abstract 
 
 

This document defines concepts and identifies relevant issues related to stability in 
microgrids. It proposes a definition and a classification of microgrid stability, taking into 
account pertinent microgrid features such as voltage-frequency dependency, unbalancing, 
low inertia, and generation intermittency. The modeling of microgrid components such as 
generators, converters, distribution lines, loads, and distributed energy resources for 
stability analysis is discussed in detail. Analysis techniques and tools relevant to microgrid 
stability are also reviewed, as well as various examples highlighting some of the stability 
classes defined in this report. 
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1. INTRODUCTION 
Although small isolated grids have existed for decades in remote communities, the concept 
of a microgrid was initially introduced in [1], in the context of integration of Distributed 
Energy Resources (DERs) and controllable loads. Generally, a microgrid is defined as a 
group of DERs, including Renewable Energy Resources (RES) and Energy Storage 
Systems (ESS), and loads, that operate together locally as a single controllable entity [2] 
[3]. Microgrids exist in various sizes and configurations; they can be large and complex 
networks with various generation resources and storage units serving multiple loads, or 
small and simple systems supplying a single customer [3]–[5]. 

Microgrids exist in both grid-connected and isolated forms. Grid-connected microgrids 
have a Point of Interconnection (POI) or Point of Common Coupling (PCC) with a large 
power network and should be capable of seamless transition to islanded mode of operation 
[6], [7]. In both grid-connected and islanded/isolated operation modes, microgrids should 
maintain balance between generation and consumption, while satisfying certain reliability, 
power quality, and adequacy standards. To achieve these objectives, all controllable DERs 
and loads should be actively involved in keeping the system voltage and frequency stable 
and within acceptable ranges [6], [8]. In grid-connected microgrids, islanding can occur 
intentionally (e.g., to perform scheduled maintenance), or unintentionally due to the faults; 
in both cases, a microgrid should utilize appropriate control techniques to continue its 
operation [9]. On the other hand, isolated microgrids have no POI/PCC, thus islanding is 
not an issue in these systems; examples of isolated microgrids are those for remote 
communities and industrial sites [10]–[14].  

Microgrids have received considerable attention in the past two decades, driven by global 
environmental issues, the need for energy access in remote communities, and the promise 
of increased system resiliency and reliability [15], [16]. Specifically, microgrids are 
considered a critical link in the evolution from vertically integrated bulk power systems to 
smart decentralized networks, by facilitating the integration of DERs [3], [17]. Entities, 
such as government agencies, utilities, military bases, and universities around the world 
are deploying microgrids, and an increasing number of microgrids are expected to be 
developed in the next decade [18]. Therefore, a clear understanding of microgrid system 
behavior, control, and stability is essential to ensure the successful transition to active 
decentralized power systems. 

In general, stability in microgrids has been treated from the perspective of conventional 
bulk power systems [19]. However, intrinsic differences between microgrids and bulk 
power systems, such as size, feeder types, high share of RES, converter-interfaced 
components, low inertia, and unbalanced operation require a review of the stability 
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definitions, classification, component modeling, and analysis techniques and tools in the 
context of microgrids. Specialized microgrid stability definitions are necessary to reflect 
realistic system needs and operating conditions, and corresponding analysis methods are 
then required for the design of more efficient and robust microgrids. In this context, this 
document aims to provide a detailed discussion of stability in microgrids to address the 
aforementioned needs and requirements. Some related mitigation solutions to stability 
problems are also discussed in this document; however, protection issues are not 
considered here. 

The remaining sections of this document are organized as follows:  

• Section 2 discusses the main differences between microgrids and conventional 
power systems.  Key microgrid characteristics, such as small system size, high 
penetration of RES, low system inertia, etc., are discussed and their impact is 
analyzed from the stability perspective. 

• Section 3 introduces various stability concepts pertinent to microgrids, and 
proposes a proper stability classification. Thus, two major stability categories are 
proposed: Control System Stability, and Power Supply and Balance Stability. 
Control System Stability is categorized into Electric Machine and Converter 
Stability, and Power Supply and Balance Stability is categorized into Voltage and 
Frequency Stability. A discussion is provided with respect to large and small 
disturbances. 

• Section 4 presents an overview of different component modeling from the 
perspective of microgrid stability. Various DERs, including synchronous machine, 
solar PV, wind turbine, ESS, and flywheel are discussed. In addition, generic 
models are presented for distribution feeders and static and dynamic loads. Finally, 
a discussion is provided on some major analysis tools and techniques, including 
methodologies to investigate large- and small-perturbation stability in microgrids. 

• Section 5 presents and discusses relevant examples pertaining to various stability 
issues in microgrids, including examples of frequency and voltage instabilities, and 
converter stability problems. 

• Section 6 provides a summary of the document. 

2. MICROGRID UNIQUE CHARACTERISTICS: RETHINKING 
STABILITY CONCEPTS 

In grid-connected mode of operation, voltage and frequency are mainly imposed by the 
main grid, limiting the microgrid role to performing ancillary services. Therefore, the 
problem of stability in grid-connected microgrids reduces to the stability of individual 
components such as a particular DER or of a set of local loads, including electrical motors, 
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and their impact on the system, as discussed in detail in [20]. With IEEE Standard 1547 
allowing for the islanded operation of distribution networks [21], isolated microgrids are 
expected to play a significant role in smart active distribution grids; in this case, the system 
voltage and frequency are no longer supported by the main grid, and different DERs must 
maintain these variables in acceptable ranges. Due to the microgrid unique intrinsic 
features and systemic differences, operating them in standalone mode is more challenging 
than conventional power systems, facing particular stability and system adequacy problems 
[22]. These differences should be considered to ensure an efficient and adequate control of 
system variables. In the context of stability, the main relevant issues are discussed herein. 

Many countries around the world provide incentives to invest in renewable energy, 
targeting a considerable increase in RES; examples of such efforts in the European Union, 
Germany, and Canada can be found in [23]–[25]. In addition, RES prices have decreased 
considerably over the last decade, making them a financially viable alternative to fossil- 
fuel-based generation in microgrids (e.g., [10]). As a result, the share of RES, such as wind 
turbines and solar PV units, operating in medium and low voltage grids has increased [26]. 
Since demand-supply balance is critical in microgrids, the intermittent and uncertain nature 
of RES such as wind turbines and PV units is particularly relevant in these systems, 
especially in isolated/islanded operation mode [27]. Bi-directional power flows between 
generators and prosumers are also an issue [26], due to complications in control and 
protection coordination [3]. Finally, since electric power is supplied by electronically-
interfaced DERs and relatively small synchronous machines, system inertia is considerably 
lower in microgrids compared to conventional power systems. 

The nature of stability problem and dynamic performance of a microgrid are considerably 
different than those of a conventional power system, since the microgrids system size is 
considerably smaller than that of a conventional large interconnected power system. 
Furthermore, microgrid feeders are relatively short and operated at medium voltage levels, 
forming a lower reactance to resistance ratio compared to conventional systems [28]. As a 
result, the dynamic performance of microgrids and the intrinsic mathematical relationships 
between voltages, angles, and active and reactive power flows are different than in 
conventional grids. Another consequence of the microgrid small size is higher uncertainty 
in the system, due to the reduced number of loads and highly correlated and fast variations 
of available RES [3].  

In general, microgrid DERs such as diesel gensets are capable of significant temporary 
overloads, while converter-based sources have much lower ride-through capabilities. Thus, 
for low-inertia microgrids, with inverter-interfaced DERs, stability problems are likely to 
appear following a fault/failure at the utility side, due to the limited ride-through capability 
of the inverters and the relatively long disconnection time of breakers.  
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A significant concern in islanded microgrids, especially in remote communities with small 
distribution systems, is their relatively low short-circuit capacity. In such systems, even a 
small change in the microgrid configuration (e.g., start up or shut down of a diesel genset) 
can result in relatively large voltage and frequency deviations. This poses stability 
challenges especially when operating conventional synchronous generators and inverter-
interfaced power generation resources together, since perturbations in this case may lead 
to inverter shut down. Hence, special attention should be put in this case on the design of 
power electronics systems to withstand voltage and frequency disturbances in such weak 
microgrids [11]. 

Unlike conventional power systems, loading in microgrids is typically unbalanced [29], 
which can be as significant as 100% between the three phases [30], [31]. Operating 
microgrids under such significant unbalance levels may jeopardize system stability [32], 
and requires controls that are designed to handle these conditions. In addition, traditional 
stability analysis techniques and models assume balanced operation, and therefore are not 
valid in unbalanced systems.  

Considering the above-mentioned unique characteristics of microgrids, concepts, analysis 
techniques and tools, models, and controls for conventional power systems are not 
adequate for stable and reliable operation of microgrids. It follows that new analytical 
models, methods, controls, and tools are needed in the context of microgrids. 

Summarizing, the most important differences of microgrids compared to large-scale 
traditional grids relevant to stability, motivating the present document, are the following: 

• Smaller system size. 
• Higher penetration of RES. 
• Higher uncertainty in the system. 
• Lower system inertia. 
• Higher R/X ratio of the feeders. 
• Low short-circuit capacities. 
• Unbalanced three-phase loading. 

 

 



TASK FORCE ON MICROGRID STABILITY ANALYSIS AND MODELING, DRAFT REPORT, March 2018. 
 

5 
 
 

 

 

 

3. DEFINITION AND CLASSIFICATION OF STABILITY IN 
MICROGRIDS 

Stability in microgrids is based on the same principles as stability in conventional power 
systems [19]. The aim of this document is to identify and investigate relevant stability 
issues pertaining to the unique features of microgrids. This section proposes a definition 
and classification of stability in microgrids, discussing various stability issues especially 
pertinent to these systems. 

3.1 Definitions 

Consider a microgrid which is operating in equilibrium, with state variables taking on 
appropriate steady-state values satisfying operational constraints, such as acceptable ranges 
of currents, voltages, and frequency. Such a microgrid is stable if, after being subjected to 
a disturbance, all state variables recover to (possibly new) state-state values which satisfy 
operational constraints (e.g., [33]), and without the occurrence of involuntary load 
shedding. Note that a microgrid that performs voluntary load shedding, (e.g., demand 
response [34]), is considered stable if it meets the aforementioned conditions. In addition, 
if loads are disconnected to isolate faulted elements after a disturbance, and not for the sole 
purpose of shedding load due to system problems such as voltage or frequency issues, and 
the microgrid meets the aforementioned conditions, the system can also be considered 
stable. 

In traditional power systems, due to the high number of loads and the large scale of the 
system, intentional tripping of loads is acceptable to preserve the continuity of its operation 
[35]; no single load has priority over the stability of the system as a whole. In contrast, 
microgrids are designed to serve a relatively small number of loads, and hence the operator 
can prioritize the connectivity of certain feeders (e.g., one that supplies a hospital) over the 
rest of the system; if such a critical feeder(s) is tripped, the microgrid is no longer achieving 
its primary objective. Thus, intentional tripping of loads to maintain the operation of the 
rest of the system during or after a disturbance, other than the specific ones previously 
mentioned, renders the system unstable by the definition presented here. 

In above definition, disturbances represent any exogenous inputs, and may correspond to 
load changes, component failures, or operational mode/set-point adjustments. If the 
disturbances are considered to be “small”, such as minor load fluctuations, it is referred 
here as small-disturbance stability, as usual. Otherwise, the system would be called large-
disturbance stable with respect to the corresponding disturbance if the microgrid is stable 
as previously defined. For example, an unplanned transition between grid-connected and 
islanded modes of operation is considered a large disturbance. 
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3.2 Classification 

Due to the systemic differences between microgrids and conventional power systems, new 
types of stability issues can be observed in microgrids. For example, in conventional 
systems, transient and voltage stability problems typically occur more often than frequency 
stability ones, whereas in isolated/islanded microgrids, maintaining frequency stability is 
more challenging due to the low system inertia and a high share of variable RES. In 
addition, some stability problems observed in large interconnected systems, such as inter-
area oscillations and voltage collapse, have not been observed in microgrids. Thus, there is 
a need to review and modify the power system stability classifications in [19] to properly 
reflect relevant stability issues in microgrids. 

Based on the concept of “partial stability” [36], [37], stability in microgrids can be 
categorized according to the physical cause of the unstability, the relative size of the 
disturbance, the physical components that are involved in the process, the time-span during 
which the instability occurs, and the methodology to analyze or predict the instability, as 
in [19].  

Due to the low X/R ratios of microgrid feeder lines, active and reactive power flows cannot 
be decoupled, and hence voltage and frequency are strongly coupled in microgrids. Thus, 
contrary to some instability phenomena in conventional systems such as voltage collapse, 
instability in microgrids is manifested by fluctuations in all system variables. This strong 
coupling between system variables makes it quite difficult to classify instability 
phenomena as "voltage instability" or "frequency instability" based solely on 
measurements of those respective variables. Given this difficulty, the more useful 
classification scheme proposed here places more emphasis on the type of the equipment 
and/or controllers that are involved in the instability process, triggered by a system 
disturbance. 

Based on the aforementioned discussion, Fig. 1 illustrates the classification of stability in 
microgrids stipulated herein. Here it is proposed that stability considerations in microgrids 
should be divided into two main categories: phenomena pertaining to the equipment control 
systems, and phenomena pertaining to active and reactive power sharing and balance. The 
rest of this section discusses each type of stability depicted in Fig. 1 for microgrids. 
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Fig. 1. Classification of stability in microgrids. 

3.3 Power Supply and Balance Stability 

Power Supply and Balance Stability pertains to the ability of the system to maintain the 
power balance, and effectively share the demand power among DERs, so that the system 
satisfies operational requirements. These types of stability issues are associated with the 
loss of a generation unit, violation of DERs power limits, poor power sharing among 
multiple DERs, wrong selection of slack(s) resources [38], and/or involuntary no-fault load 
tripping. This class of stability can be subcategorized into Frequency and Voltage Stability, 
as explained next. 

3.3.1 Frequency Stability 

Frequency regulation is a major concern in isolated/islanded microgrids, due to the 
systemic features explained in Section 2, including low system inertia and a high share of 
intermittent RES. In addition, the low number of generation units in microgrids puts the 
system at risk of large disturbances in the event of generator outages. Therefore, for such 
disturbances, the system frequency may experience large excursions at a high rate of 
change, jeopardizing the system frequency stability [39], [40]. In this context, conventional 
frequency control techniques and technologies may not be fast enough to overcome the 
rapid change of system frequency, even in the presence of sufficient generation reserve. 
Actual examples of such events have been reported around the world [41], [42]. 

Strong coupling between voltage and frequency in microgrids further complicates 
frequency regulation. First, due to the high R/X ratios of microgrid feeders, the 
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conventional decoupling of active power flow and voltage magnitudes is no longer valid 
[43]. Second, because of the relatively small scale of microgrids, voltage changes at the 
DERs terminals are almost instantaneously reflected on the load side, which in turn 
changes the system demand depending on the load voltage sensitivity indices [44]–[46]. 
Therefore, this voltage-frequency coupling should be accounted for in the stability analysis 
and control of frequency in microgrids. 

Frequency instability can be triggered for a variety of reasons in microgrids. For example, 
a large load increase accompanied by inadequate system response can result in a fast decay 
of frequency, due to low system inertia, leading to a system blackout triggered by the 
protection scheme [39]. Poor coordination of multiple frequency controllers and power 
sharing among DERs may trigger small-perturbation stability issues resulting in undamped 
frequency oscillations in the span of a few seconds to a few minutes, a phenomenon rarely 
observed in large grids [47]. Hence, depending on the time it takes for the frequency 
protection schemes to trip the system, this may result in a long-term frequency instability. 
Insufficient generation reserve can also lead to the steady-state frequency being outside 
acceptable operating ranges, activating under-frequency load tripping relays, as in large 
grids. On the other hand, traditional long-term frequency instabilities in larger grids 
pertaining to steam turbine overspeed controls and boiler and reactive protection and 
control schemes [19] are not relevant in microgrids. 

3.3.2 Voltage Stability 

In conventional power systems, a major root cause of voltage instability is long 
transmission lines, which limit the power transfer between generation and loads. However, 
in microgrids, the feeders are relatively short, resulting in relatively small voltage drops 
between the sending and receiving ends of the feeders [29], [44]. Thus, voltage collapse, 
i.e., the slow and sustained decay of voltage associated with load recovery process and 
reactive power supply capacity, has not been observed in microgrids. Nevertheless, with 
the current distribution networks evolving into microgrids, voltage drops and current limits 
may become an issue, in particular for weaker and older grids [48]. 

In microgrids, the limits of DERs and the sensitivity of load power consumption to supplied 
voltage are critical factors in voltage instability. Thus, voltage instabilities in the form of 
unacceptable low steady-state and dynamic voltages may occur. One other major root cause 
of voltage instability is poor reactive power sharing among DERs in the system. In bulk 
power systems, reactive power is mostly managed locally by regulating the voltage at the 
terminals of generators and compensated loads. However, in microgrids, the feeders are 
short, and thus any changes in the DER terminal voltages are almost immediately reflected 
in the rest of the system. Hence, small differences in voltage magnitudes at DERs, if not 
properly coordinated, will yield high circulating reactive power flows and thus result in 
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large voltage oscillations [49]. Moreover, if reactive power is not properly shared, in the 
worst cases, it could cause pole slipping in a machine in the system. 

Proper reactive power sharing among multiple DERs in a microgrid is most commonly 
done in practice through voltage-reactive power droop, similar to multiple generator plants 
in large power systems. As in the case of classical active power-frequency droop, under 
the voltage-reactive power droop paradigm, the output voltage magnitude reference of a 
DER linearly decreases as its reactive power injection increases [50]; thus, DERs with 
steeper voltage-reactive power droop slopes have a higher contribution to the reactive 
power supply of the system. This droop mechanism fails to achieve the desired reactive 
power sharing, for three main reasons [51]. First, unlike frequency, voltage magnitude 
varies, albeit slightly, throughout the system, and thus local voltage measurements cannot 
be easily used to enforce global reactive power sharing. Second, the concept of voltage 
droop has been developed based on the premise that the lines are inductive, thus reactive 
power flow is tightly coupled with voltage magnitude; however, as discussed in Section 2, 
such an assumption is generally not valid in microgrids. Finally, the relation between the 
system voltage and reactive power consumption is determined by the load voltage 
sensitivity, which is nonlinear in general. 

Reactive droop compensation has the advantages of simple implementation and 
interoperability of dissimilar DERs and control systems; however, this approach is prone 
to steady-state voltage deviations in islanded microgrids. In this case, techniques that 
minimize these deviations would be more effective for reactive power load sharing among 
parallel DERs in microgrids. Cross current compensation is such an approach, in which the 
voltage remains the same in steady-state from no load to full load on the system. This 
technique is based on the insertion of a Current Transformer (CT), usually on phase b of 
each DER, and interconnecting the CTs together to provide an identical voltage bias to 
each Automatic Voltage Regulator (AVR) in the system [52]. Hence, it presents a better 
performance compared to reactive droop compensation. The disadvantage is that voltage 
regulators of DERs would have to be identical for this approach to work.  

Another method that also yields no deviation in steady-state terminal voltage is 
isochronous reactive power load sharing [52], which is similar to the isochronous active 
power load sharing approach, and thus requires a communication link between individual 
DERs in an islanded microgrid [53]. This technique is based on each AVR receiving an 
additional signal from other AVRs that force the set-point to slightly increase or decrease 
to ensure that reactive power load sharing with other DERs remains at a fixed percentage 
of the DER’s reactive power rating. This technique is based on the communication of 
reactive power load sharing data between individual DERs, which is an issue 
when interfacing dissimilar DERs; thus special care is needed in this case when 
communicating the reactive power load sharing data. 
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Another type of voltage stability in microgrids pertains to the ability of VSC-based DERs 
to maintain the voltage across the dc-link capacitor. Depending on the DER type, this 
voltage is maintained via a buck/boost converter or a dc/ac inverter; either way, the voltage 
ripples across the capacitor depend on the injected/absorbed instantaneous power of the 
inverter. Therefore, situations may occur where the active power injection of the inverter 
is close to its limit value, in which case an increase in the reactive power demand may 
result in undamped ripples in the voltage across the dc-link capacitor; as a result, large 
fluctuations occur in the active and reactive power injection of DERs, as demonstrated in 
the Section 5.1.1. 

Depending on the system response and load characteristics, a voltage instability may occur 
following a large disturbance, such as a sudden change in the demand and/or output of 
RES, or a generator outage. Small disturbances, such as small incremental changes in the 
demand can also result in voltage instabilities, in particular for systems which are close to 
their loading limits or are highly unbalanced, as shown in Section 5. In terms of the time-
frame, voltage instability can be a short-term or a long-term phenomenon. Short-term 
voltage instabilities arise from poor control coordination, or fast dynamics changes in the 
active and/or reactive power mismatch. On the other hand, long-term voltage instabilities 
in microgrids pertain to DERs output limits being gradually reached by a steady increase 
in the demand, as in the case of thermoelectrical loads. 

3.4 Control System Stability 

Control System Stability issues may arise due to inadequate control schemes (e.g., 
harmonic resonance of parallel DERs) and/or poor tuning of one or more equipment 
controllers. In the latter case, the poorly tuned controller(s) is the primary source of 
instability, and the system cannot be stabilized, by the definition provided in Section 3.1, 
until the controller is re-tuned or the associated piece of equipment is disconnected. This 
type of stability pertains to electric machines and inverter control loops, LCL filters, and 
PLLs. This category of stability is subcategorized into Electric Machine and Converter 
Stability, as explained next.  

3.4.1 Electric Machine Stability 

Conventionally, these types of stability studies are concerned with the ability of 
synchronous machines to return to synchronism with the rest of the system following the 
angular acceleration of these machines during a fault. However, this phenomenon has not 
been observed in microgrids. In fact, due to the resistive nature of microgrids, synchronous 
machines are likely to decelerate during short-circuits, as demonstrated by the experimental 
results discussed in [54], where faults result in large dips in voltage angles and magnitudes 
for both synchronous machines and inverter-based DERs in islanded/isolated microgrids. 
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In conventional power systems, small-perturbation stability issues can be manifested either 
by an aperiodic increase or undamped oscillations of the rotor angle of the synchronous 
generators [55]. The former instability occurs due to the lack of synchronizing torque, 
while the latter happens because of inadequate damping torque. However, in the context of 
microgrids, synchronizing and damping torque problems have not been observed in 
generators equipped with well-tuned voltage regulators and governors. From the 
aforementioned discussions, electric machine stability in microgrids is dominantly 
associated with poor tuning of synchronous machines’ exciters and governors [31]. 

3.4.2 Inverter Stability 

In microgrids, inverters inner voltage and current control loops are a major concern for 
small-perturbation stability of the system, since their tuning is a challenging issue in 
practice. In addition, a system blackout after large disturbances due to tripping of DERs, 
in particular inverter-based RES due to under-frequency and under-voltage protection 
schemes are a serious concern. 

Contrary to low-frequency oscillations caused by outer power controls, interaction of inner 
current and voltage control loops may cause high harmonic-frequency oscillations, in the 
range of hundreds of Hz to several kHz [56], [57], a phenomenon referred to as harmonic 
instability. The presence of several inverters at close distance also generates interaction 
problems resulting in multi-resonance peaks [58]. Another root-cause of harmonic 
instability is high-frequency switching, triggering the parallel and series resonance 
introduced by LCL power filters or parasitic capacitors of feeders [56], [59]. The resonance 
of an inverter LCL filter can be also triggered by the control of the inverter itself or by 
interactions with controllers nearby [60]. Harmonic instability can be prevented and/or 
mitigated by so called active damping strategies [60], [61]. 

From the system point of view, the wide usage of grid synchronization strategies based on 
PLLs in grid-following/feeding inverters modifies the impedance and admittance matrices 
of the power system, which may lead to instabilities [62]. It has been shown that PLLs 
introduce a negative parallel admittance to the input admittance, which jeopardizes the 
stability of the system [63]. This effect on the output admittance within the PLL control 
bandwidth can affect the system voltages, and can be mitigated by reducing the PLL 
bandwidth [64]. On the other hand, low-bandwidth PLLs may cause stability issues, in 
particular in heavily-loaded microgrids, as shown in Section 5. In addition, low voltages 
can affect the PLL-based synchronization strategies in Voltage Source Converters (VSCs), 
since in this case, the PLL may fail to properly detect zero crossings of network voltages 
(e.g., [65]). 
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3.5 Large vs. Small Disturbance 

In the context of microgrids, large disturbances include short-circuits, unplanned 
transitions from grid-connected to islanded mode of operation, and loss of generation units. 
Large disturbances can result in large frequency and voltage excursions and power swings 
among multiple DERs [66]. Such problems can be due to various reasons, such as a critical 
system mode being pushed to the unstable region by the fault, causing undamped 
oscillations in the system; similar behavior is observed during the unintentional islanding 
of a grid-connected microgrid [6]. Hence, proper power coordination among DERs and the 
response time of their controllers is critically important for retaining the stability of the 
system [6], [66]. In terms of the time-frame, stability issues due to large disturbances in 
microgrids can be classified as short-term phenomena, i.e., in the order of a few seconds. 

It is important to note that planned islanding results in much less significant voltage and 
frequency excursions, since the DERs set-points are calculated and adjusted accordingly 
prior to islanding. When this transition takes place, one of the DERs in the island should 
be running in frequency-regulating/load-following/grid-forming mode. The time delay 
involved in this event, which may take a few cycles, adds to the complexity of maintaining 
microgrid stability. This is particularly an issue when the islanding is unplanned, microgrid 
has no or little inertia, and the exchanged power with the utility prior to disconnection is 
large (e.g., 50% of the local microgrid demand). In this case, over- or under-voltages may 
appear within a few cycles that could trip the inverters safety, resulting in the islanded 
microgrid becoming rapidly unstable. 

As in bulk power systems, in microgrids, a disturbance is considered small if a linearized 
set of equations can adequately represent the system behavior [19], [55]. In this context, 
small-perturbation stability dominantly pertains to sustained oscillations arising from low-
damped critical eigenvalues following a small disturbance. Depending on the root cause, 
small-perturbation instability can be either a short-term or a long-term phenomenon. For 
example, poor coordination of power sharing schemes among multiple DERs can yield 
undamped power oscillations growing quickly beyond acceptable operating ranges in the 
short term. On the other hand, heavily loaded microgrids in the long term, may show 
undamped oscillations with small load changes. 

3.6 Summary 

As previously mentioned, in microgrids, due to system characteristics such as feeder length 
and R/X ratios, a strong coupling exists between various system variables such as active 
and reactive power flows, as well as voltage and frequency. In particular, such a coupling 
is evident under stressed conditions associated with system instability issues. Hence, it is 
important to properly identify the major root causes of the instability problem, which based 
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on the discussion provided in previous sections, are summarized in Table 1, describing the 
way that each type of instability may manifest itself in the system. 

TABLE 1. Characteristics of Various Types of Stability Issues in Microgrids 

Category Control System Stability Power Supply and Balance Stability 

Subcategory Electric Machine 
Stability Converter Stability Voltage Stability Frequency 

Stability 
Root Cause Poor controller 

tuning. 
Poor controller 

tuning,  
PLL bandwidth, 

PLL synchronization 
failure, 

harmonic 
instability. 

DERs power limits, 
inadequate reactive 

power supply,  
poor reactive power 
sharing, load voltage 

sensitivities,  
dc link capacitor.  

DERs active 
power limits, 

inadequate active 
power supply, 

poor active power 
sharing. 

Manifestation Undamped 
oscillations, 

aperiodic voltage 
and/or frequency 
increase/decrease. 

Undamped 
oscillations,  

low steady-state 
voltages,  

high frequency 
oscillations. 

Low steady-state 
voltages,  

large power swings, 
high dc-link voltage 

ripples. 

High rate of 
change of 
frequency,  

low steady-state 
frequency,  

large power and 
frequency swings. 

 

4. MODELING AND ANALYSIS 
Despite the relatively small size, a typical microgrid consists of diverse components and 
technologies, including synchronous machines, inverter-based DERs, and various types of 
loads. In addition, the coordination among multiple assets in microgrids is critical, 
considering the strong interdependency and proximity among the various components in 
these systems. Therefore, microgrids design, control, and analysis require accurate models 
that adequately reflect their real performance, particularly for stability studies. 

Generally, microgrid components can be divided in three main categories: DERs, the 
network, and loads. This section provides a discussion about each of these categories, 
providing details of their modeling and the techniques and tools used for stability studies. 

4.1 DERs 

DERs include generation and storage units, including renewable and non-renewable 
resources such as diesel engines, solar PV units, wind turbines, batteries, etc. A majority 
of DERs in microgrids are connected to the system via inverters; thus, the focus of this 
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section is on the modeling of the most commonly found inverter-based DERs. Modeling 
of non-inverter-based DERs, such as synchronous and induction machines, has been 
extensively discussed in the classical power system literature [55], and is only briefly 
discussed here. 

4.1.1 Diesel and Hydro Gensets: 

In microgrids, diesel generators [67] and/or hydro generators [68] are still an important 
source of power (e.g., [10]). Diesel generators are composed of a diesel engine (the prime 
mover), speed governor, synchronous machine, and a voltage regulator; in case of hydro 
systems, a hydraulic turbine is the prime mover rather than the diesel engine. The 
synchronous generator should be modeled in detail using higher-order machine models 
[55], since reduced-order machine models do not properly represent the generator under 
the unbalanced conditions typically found in microgrids. 

The frequency and voltage of the synchronous machine are controlled by the speed 
governor and the voltage regulator, respectively. Voltage regulators have a voltage sensor 
that is used to measure the output voltage of the synchronous machine; this voltage is 
compared to a reference value and the error signal is used to change the field winding 
current in order to regulate the magnitude of the output voltage of the synchronous 
machine. The model for an AVR may consist of a single-phase thyristor rectifier, which is 
modeled as a first order system, and is typically controlled by a Proportional-Integral (PI) 
controller [55], [69]. The model equations are: 

 
𝑑𝑑𝑧𝑧𝑣𝑣
𝑑𝑑𝑑𝑑

= 𝐾𝐾𝑖𝑖𝑣𝑣(𝑉𝑉𝑇𝑇∗ − 𝑉𝑉𝑇𝑇) (1) 

 𝑢𝑢𝑣𝑣 = 𝑧𝑧𝑣𝑣 + 𝐾𝐾𝑝𝑝𝑣𝑣(𝑉𝑉𝑇𝑇∗ − 𝑉𝑉𝑇𝑇) (2) 

 𝜏𝜏𝑟𝑟
𝑑𝑑𝑣𝑣𝑓𝑓
𝑑𝑑𝑑𝑑

= −𝑣𝑣𝑓𝑓 + 𝐾𝐾𝑟𝑟𝑢𝑢𝑣𝑣 (3) 

Where 𝑉𝑉𝑇𝑇 is the measured terminal voltage, 𝑉𝑉𝑇𝑇∗ is the terminal voltage reference, 𝑧𝑧𝑣𝑣 is the 
integrator state, 𝑢𝑢𝑣𝑣 is the output of the controller, and 𝑣𝑣𝑓𝑓 is the output voltage of the AVR 
rectifier. The parameters 𝐾𝐾𝑝𝑝𝑣𝑣 and 𝐾𝐾𝑖𝑖𝑣𝑣 are the proportional and the integral control gains, 
respectively. The time constant is 𝜏𝜏𝑟𝑟 and the gain of the AVR rectifier is 𝐾𝐾𝑟𝑟. 

Speed governors are responsible for regulating the speed of the diesel engine by controlling 
the fuel injection. In the case of hydro systems, the governor would control the opening of 
the valves to control the flow of water into the turbines. The speed governor may be 
modeled as a PI controller with a droop function implemented with the feedback of the 
controller output, which is limited to the range (0, 1) to represent the operating stroke of 
the actuator [69], as follows: 
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𝑑𝑑𝑧𝑧𝜔𝜔
𝑑𝑑𝑑𝑑

=
𝐾𝐾𝑖𝑖𝜔𝜔

1 + 𝐾𝐾𝑝𝑝𝜔𝜔𝐾𝐾𝑑𝑑𝑟𝑟
�−𝐾𝐾𝑑𝑑𝑟𝑟𝑧𝑧𝜔𝜔 + (𝜔𝜔𝑟𝑟∗ − 𝜔𝜔𝑟𝑟)� (4) 

 𝑢𝑢𝜔𝜔 =
𝐾𝐾𝑖𝑖𝜔𝜔

1 + 𝐾𝐾𝑝𝑝𝜔𝜔𝐾𝐾𝑑𝑑𝑟𝑟
�𝑧𝑧𝜔𝜔 + 𝐾𝐾𝑝𝑝𝜔𝜔(𝜔𝜔𝑟𝑟∗ − 𝜔𝜔𝑟𝑟)� (5) 

where 𝜔𝜔𝑟𝑟∗ is the speed reference, 𝑧𝑧𝜔𝜔 is the integrator state, and 𝑢𝑢𝜔𝜔 is the output of the 
controller. The proportional control gain is 𝐾𝐾𝑝𝑝𝜔𝜔 and the integral control gain is 𝐾𝐾𝑖𝑖𝜔𝜔. The 
speed droop gain is 𝐾𝐾𝑑𝑑𝑟𝑟 and is defined as 𝐾𝐾𝑑𝑑𝑟𝑟 = 𝑅𝑅𝑑𝑑𝑟𝑟𝜔𝜔0, where 𝑅𝑅𝑑𝑑𝑟𝑟 is the static droop slope 
and 𝜔𝜔0 is the nominal speed of the prime mover in rad/s. 

4.1.2 Power Electronic Systems 

Microgrids  consist  of  a  wide  array  of  power  electronic  systems  like  dc-dc converters, 
dc-ac converters, etc. These systems contain switching devices in addition to other passive 
components, which introduces complexity in modeling the power electronic converters 
[70]. Different modeling techniques are available for these converters depending upon the 
application, with detailed models being used for accurate time-domain, Electro-Magnetic 
Transient (EMT) simulation of the converters. 

Average models, which neglect the switching are often employed for control system design 
[71], using simplified models obtained from averaging techniques [32]. Specifically, state-
space averaging is used to obtain the dc and small-perturbation transfer functions of the 
power electronic system [72]. To reduce computational burden, these models can be used 
in cases where a system level simulation is required [32], [73]–[77]. 

The switching in power electronic systems implies that these models are non-linear, time-
varying systems [78], where two or more sets of differential equations are required to 
represent the dynamics of the converters at different switching instances. Switching models 
are valuable for functional simulation of power electronic systems. The high switching 
frequencies in power electronic systems require small time-steps (in the range of 
microseconds) to numerically solve detailed models, leading to long simulation times and 
computational complexity. Furthermore, convergence of the differential equations can also 
be an issue when performing simulations using these models [79]. 

Power electronic converters, particularly inverters, can be of two kinds: voltage source or 
current source. As their names indicate, a Voltage Source Converter (VSC) and a Current 
Source Converter (CSC) employ a stiff voltage source (e.g., a capacitor) and a stiff current 
source (e.g., an inductor) at the dc side of the converter, respectively. The two kinds of 
converters have been shown to have advantages and drawbacks, depending on the 
application [80], [81]. Despite the topological differences between the converters (e.g., the 
need for a particular filter or an additional dc/dc stage [82]), and regardless of the converter 
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application, both can be controlled in either current control or voltage control mode, with 
single or multiple control loops [83]. However, VSC can control both active and reactive 
power in the AC side, while in CSC the reactive power is coupled with the active power. 
Most inverter-interfaced equipment is currently based on VSCs rather than CSCs, and 
hence the rest of these section discusses VSCs. 

An inverter-based DERs can be modeled as an ideal dc-link VSC, as shown in Fig. 2, where 
the converter is divided into the physical inverter and ac filter, and the measurement and 
control components. Based on the DER type and the role it plays in a microgrid, three 
control strategies can be adopted by the control scheme [84], namely grid-forming, grid-
supporting, and grid-feeding. 

In the grid-forming mode, the VSC acts as a master control in the microgrid, providing 
voltage magnitude and frequency for the system. In Fig. 2, with the controls in State 1, the 
VSC operates in grid-forming mode. In grid-feeding mode, the VSC injects or absorbs 
constant active and reactive power to the grid, thus the controls are in State 2 in Fig. 2. In 
grid-supporting mode, the VSC injected/absorbed active and reactive powers change to 
minimize the voltage and frequency variations in the system; hence, in this case, there is 
an extra layer of control not shown in Fig. 2 that calculates and adjusts suitable power set-
points 𝑃𝑃ref and 𝑄𝑄ref. 

The control of VSC is classically performed in Park’s dq-axes reference frame [85]. Thus, 
in the grid-forming mode, the voltage dq-axes reference set-points would be directly used 
to create the abc-reference signals, as shown in Fig. 3. The reference angle is obtained by 
integrating the reference angular frequency. Observe that a PI controller is used to maintain 
the PCC voltage at its rated value. 
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Fig. 2. VSC components, where phasors are shown in boldface font, as in the rest of 
the document. 

 

Fig. 3. Grid-forming voltage and phase reference generator. 
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In the grid-feeding control mode, the instantaneous injected active and reactive power for 
the VSC depicted in Fig. 2 are calculated first, as follows: 

 𝑝𝑝 =
3
2
�𝑉𝑉𝑔𝑔𝑑𝑑𝐼𝐼𝑔𝑔𝑑𝑑 + 𝑉𝑉𝑔𝑔𝑞𝑞𝐼𝐼𝑔𝑔𝑞𝑞� (6) 

 𝑞𝑞 =
3
2
�𝑉𝑉𝑔𝑔𝑑𝑑𝐼𝐼𝑔𝑔𝑞𝑞 − 𝑉𝑉𝑔𝑔𝑞𝑞𝐼𝐼𝑔𝑔𝑑𝑑� (7) 

To obtain the corresponding fundamental P and Q components, the instantaneous active p 
and reactive q powers are passed through low-pass filters. The fundamental active and 
reactive powers are then passed through the current reference generator block to obtain the 
current dq-axes reference set-points, as follows: 

 𝐼𝐼𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑 =
2
3
𝑃𝑃𝑟𝑟𝑟𝑟𝑓𝑓𝑉𝑉𝑔𝑔𝑑𝑑 + 𝑄𝑄𝑟𝑟𝑟𝑟𝑓𝑓𝑉𝑉𝑔𝑔𝑞𝑞

𝑉𝑉𝑔𝑔𝑑𝑑2 + 𝑉𝑉𝑔𝑔𝑞𝑞2
 (8) 

 𝐼𝐼𝑟𝑟𝑟𝑟𝑓𝑓𝑟𝑟 =
2
3
𝑃𝑃𝑟𝑟𝑟𝑟𝑓𝑓𝑉𝑉𝑔𝑔𝑞𝑞 − 𝑄𝑄𝑟𝑟𝑟𝑟𝑓𝑓𝑉𝑉𝑔𝑔𝑑𝑑

𝑉𝑉𝑔𝑔𝑑𝑑2 + 𝑉𝑉𝑔𝑔𝑞𝑞2
 (9) 

These current references are then passed through the current closed-loop control to obtain 
the final voltage dq-axes references; feed-forward terms should be used to decouple the 
two axes, considering the difference between the voltages after and before the ac filter. 
Neglecting 𝑅𝑅𝑑𝑑 in Fig. 2, a single line diagram can be used to derive such a relation, as 
shown in Fig. 4, resulting in the following equations: 

 

Fig. 4. Single-line diagram of ac filter, with phasors in boldface font. 

  𝑉𝑉𝑜𝑜𝑑𝑑 = 𝑉𝑉𝑔𝑔𝑑𝑑�1 − 𝜔𝜔2𝐿𝐿𝑓𝑓𝐶𝐶𝑓𝑓� + 𝐼𝐼𝑔𝑔𝑑𝑑𝑅𝑅𝑓𝑓 − 𝐼𝐼𝑔𝑔𝑞𝑞𝜔𝜔𝐿𝐿𝑓𝑓 − 𝑉𝑉𝑔𝑔𝑞𝑞𝜔𝜔𝑅𝑅𝑓𝑓𝐶𝐶𝑓𝑓 (10) 

  𝑉𝑉𝑜𝑜𝑟𝑟 = 𝑉𝑉𝑔𝑔𝑞𝑞�1 − 𝜔𝜔2𝐿𝐿𝑓𝑓𝐶𝐶𝑓𝑓� + 𝐼𝐼𝑔𝑔𝑞𝑞𝑅𝑅𝑓𝑓 + 𝐼𝐼𝑔𝑔𝑑𝑑𝜔𝜔𝐿𝐿𝑓𝑓 + 𝑉𝑉𝑔𝑔𝑞𝑞𝜔𝜔𝑅𝑅𝑓𝑓𝐶𝐶𝑓𝑓 (11) 

The final current closed-loop control block shown in Fig. 5 can be obtained from these 
equations. The output of the current controller are the voltage references 𝑉𝑉ref𝑑𝑑 and 𝑉𝑉ref𝑟𝑟, 
which are transformed back to the abc-reference frame to obtain the sinusoidal control 
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signals for the Pulse Width Modulation (PWM) control scheme of the converter. More 
information on alternative converter controls can be found in [86], [87]. 

To decrease the model complexity and reduce the computational burden, average models 
have been proposed that eliminate the power electronic switches (e.g., [88]), as shown in 
Fig. 6. In this case, the control system for the VSC is the same, and the only change is that 
abc-reference signals are directly fed to the ideal voltage sources, and PWM controls are 
eliminated. 

 

Fig. 5. Current closed-loop control. 

 

Fig. 6. VSC average model, with phasors in boldface font. 
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4.1.3 Wind Generators 

These generators can be fixed speed or variable speed. Fixed speed technologies have low 
efficiency and low power quality; thus, variable speed generators have become the favored 
technology nowadays. Two popular variable speed wind generator technologies are 
Permanent Magnet Synchronous Generator (PMSG), also known as Type-4 generator, and 
Doubly Fed Induction Generator (DFIG) systems. 

DFIG turbines use power electronic converters in the rotor, and maximize the power 
extraction from wind by operating in both sub- and super-synchronous speeds, allowing 
the turbine to operate at optimum tip-speed ratio. Fig. 7 shows the connection of the DFIG 
turbine to an electric system, where GSC is the grid side converter and RSC stands for rotor 
side converter. The dynamic equations governing the electromechanical and electrical 
components of a DFIG turbine can be found in [89]. 

 

Fig. 7. DFIG wind turbine connection to grid. 

A Type-4 wind generator model consists of grid-side converter controls (outer power and 
voltage control, inner current control), PLL, dc-link dynamics, machine-side converter 
controls and PMSG dynamics. For microgrid studies that are concerned with dynamics in 
the bandwidth of 0 to 10 Hz, the dc-link dynamics, machine-side converter controls, and 
machine dynamics can be ignored. Such practice was adopted by Vestas in a power system 
dynamic study related to wind in [90]; similar assumption can be found in [91] for Type-3 
wind generator modeling in weak grids. 

In [92], the authors give a simplified model of Type-4 wind where wind is treated as a 
current source with the current feedback control, converter RF filter dynamics, and PLL 
all aggregated as a first-order delay unit. If the microgrid dynamics are also modeled in a 
dq-frame, denoted as the grid dq-frame, then the entire system model will be suitable for 
small-perturbation analysis. 

The modeling block diagram of a Type-4 generator in a microgrid is shown in Fig. 8, where 
the wind generator is treated as a voltage source that interfaces with the microgrid. The dq-
axis voltages of the converter are all based on the PCC voltage, and are converted to the 
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grid dq-frame using the angle θ measured by the PLL, using the second-order PLL shown 
in Fig. 9. After the abc/dq block with θ as the input angle, the PCC voltage is in the 
converter dq-frame, as follows: 

 

Fig. 8. Type-4 wind turbine modeling in a microgrid. 

 𝑉𝑉PCC∠(𝜃𝜃PCC − 𝜃𝜃) = 𝑉𝑉PCC∠(∆𝜃𝜃PCC − ∆𝜃𝜃) = �𝑣𝑣PCC,𝑑𝑑
𝑐𝑐 + 𝑗𝑗𝑣𝑣PCC,𝑟𝑟

𝑐𝑐 � (12) 

where ∆𝜃𝜃PCC = 𝜃𝜃PCC − 𝜔𝜔0𝑑𝑑 and 𝑉𝑉PCC is the magnitude of the PCC voltage. The dq 
components are then: 

 
𝑉𝑉PLL = 𝑣𝑣PCC,𝑑𝑑

𝑐𝑐 = 𝑉𝑉PCC cos(∆𝜃𝜃PCC − ∆𝜃𝜃) 
𝑣𝑣PCC,𝑟𝑟
𝑐𝑐 = 𝑉𝑉PCC sin(∆𝜃𝜃PCC − ∆𝜃𝜃) (13) 

with 𝑣𝑣PCC,𝑟𝑟
𝑐𝑐  being fed into a PI control block to generate the frequency deviation ∆𝜔𝜔, 

which yields ∆𝜃𝜃 by integration. 

 

Fig. 9. Block diagrams of a PLL. (a) Original PLL, (b) PLL in dq-frames. 
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4.1.4 Batteries 

A battery BESS model includes the battery and its buck/boost converter, as shown in Fig. 
10 [93]. The rest of the BESS includes the dc/ac inverter and the ac filter, shown in Fig. 2. 
The dc-link voltage of the VSC is not ideal in this case, with the buck/boost converter being 
in charge of maintaining the dc-link voltage. 

 

Fig. 10. Schematic of a battery circuit modeling. 

Generally, for microgrid stability studies, EB can be considered fixed, since the impact of 
the battery State-of-Charge (SOC) on the dc voltage dynamics is not as significant for 
stability studies, given its relatively slow dynamic response. However, the battery’s 
performance close to its SOC lower limit, in particular pertaining to dc-link voltage 
stability, may require an accurate model reflecting the relation between the SOC and the 
dc voltage dynamics.  
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The battery's dc voltage dynamics as a function of the dc current can be modelled with the 
circuit shown in Fig. 11, which is composed of Two RC Time Constants (TTC), and is able 
to account for slow and fast electrochemical processes, 𝑅𝑅1 and 𝐶𝐶1 representing the fastest, 
and 𝑅𝑅2 and 𝐶𝐶2 the slowest BESS charge diffusion dynamics [94]. When considering 
voltage and current measurements sampled at resolution smaller than 10 seconds, an 
additional state is generally required to capture all the dynamics. 𝑅𝑅0 is the Equivalent Series 
Resistance (ESR) and 𝐸𝐸𝑚𝑚 is the electromotive force of the cell defined as the voltage across 
the BESS terminals without any connected load/generator connected and after the charge 
redistribution. All the TTC parameters are nonlinear and are a function of the cell 
SOC/energy. 

 

Fig. 11. Battery TTC model. 

The SOC of a battery is defined as the difference between the initial battery capacity and 
the provided charge, in per-unit of the charge that the battery would nominally provide 
with respect to a constant discharge rate. Several models have been proposed in the 
literature (e.g. [95]-[98]), which are based on the following five basic criteria: 
(1) measurement of electrolyte specific gravity, (2) battery current time-integration, (3) 
battery impedance/resistance estimation, (4) measurement of the battery open circuit 
voltage, and (5) models that take into account the electrolyte temperature, discharge rate 
and other battery parameters. Additionally, an accurate estimation of the SOC needs to take 
into account the battery environmental conditions, with particular reference to its 
temperature, as well as the battery behaviour at different discharge rates and its life cycle. 
As discussed in [99], a combination of methods 2, 4 and 5 is summarized by the following 
general equation: 

 SOC(𝑑𝑑) =
𝐶𝐶(𝑑𝑑0) − 𝛼𝛼(𝐼𝐼,𝜃𝜃)∫ 𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵 (𝑑𝑑)𝑑𝑑𝑑𝑑𝑡𝑡

𝑡𝑡0
𝐶𝐶(𝐼𝐼,𝜃𝜃)

 (14) 

where C(I,θ) is the battery capacity for a constant current discharge rate I at electrolyte 
temperature θ, C(t0) is the battery capacity at time t0, 𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵 (𝑑𝑑) is the instantaneous value of 
the battery current (both charge/discharge), and α is the efficiency coefficient associated to 
battery charge and discharge (a first approximation is α=1). 
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The initial battery capacity, with null battery current output maintained for few hours, is 
based on the well-known correlation between battery open circuit voltage and electrolyte 
density (this relation is known for any type of battery electrochemistry), assuming 
appropriate use and maintenance of the battery. Fig. 12(a) shows this correlation for the 
100 Ah - 48 V lead-acid battery storage system (at 20° C reference temperature). It is worth 
noting that the initial battery capacity takes into account the battery temperature by means 
of linear approximation described below, and adopted to correct the battery SOC during 
the battery charge/discharge cycles. 

 
(a) 

 
(b) 

Fig. 12. (a) Initial battery capacity versus open circuit voltage, and (b) battery 
capacity as a function of different constant current discharge rates for a 100 Ah 

lead-acid battery at 20 °C. 
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Reliable SOC estimation requires a suitable procedure to compute (14) for the case of non-
constant charge/discharge rates. In particular, assuming an array of values 𝐶𝐶(𝐼𝐼∗) =
[𝐶𝐶(𝐼𝐼0∗), … ,𝐶𝐶(𝐼𝐼𝑘𝑘∗), … ,𝐶𝐶(𝐼𝐼𝑛𝑛∗)] can be used that defines the battery capacities at various 
constant discharge rates 𝐼𝐼𝑘𝑘∗ at a fixed temperature θ*. These data are typically provided by 
the battery manufacturer as shown, for instance, in Fig. 12(b); alternatively, they can be 
determined by means of specific tests. The SOC estimator may calculate the average 
charge/discharge battery current 𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓 within a specific time window T by averaging the 
measured battery current 𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵  sampled at given frequency fs (e.g., fs = 5 Hz, and T = 2 s). 
Assuming that the SOC value has been already estimated at time 𝑇𝑇 − ∆𝑑𝑑, and considering 
that 𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓 ∈ [𝐼𝐼𝑘𝑘∗, 𝐼𝐼𝑘𝑘+1∗ ], where 𝐼𝐼𝑘𝑘∗ indicates various constant discharge rates at a fixed 
temperature θ* used to define the array 𝐶𝐶(𝐼𝐼∗), is calculated within [𝑑𝑑 − ∆𝑑𝑑, t] for ∆𝑑𝑑 =1/fs 
(e.g., Δt = 200ms); then, (14) can be written as: 

 SOC(𝑑𝑑) =
𝐶𝐶(𝑑𝑑 − ∆𝑑𝑑) − �𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓(𝑑𝑑 − ∆𝑑𝑑) + 𝐼𝐼𝑇𝑇
𝑓𝑓𝑓𝑓(𝑑𝑑)� ∆𝑑𝑑2

𝐶𝐶(𝐼𝐼𝑇𝑇
𝑓𝑓𝑓𝑓,𝜃𝜃)

 (15) 

where: 

 𝐶𝐶�𝐼𝐼𝑇𝑇
𝑓𝑓𝑓𝑓,𝜃𝜃� =

𝐶𝐶(𝐼𝐼𝑘𝑘∗) + 𝐶𝐶(𝐼𝐼𝑘𝑘+1∗ )
2

 (16) 

The averaging of the charge/discharge battery current over a sufficient large time window 
T allows to consider an equivalent constant discharge ratio 𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓, for which the application 
of (14) can be assumed still valid. A discontinuity in the SOC estimation could take place 
when the calculated average charge/discharge battery current 𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓 switches from a discharge 
rate interval to a different one, i.e., when, at time t,  𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓 ∈ �𝐼𝐼𝑗𝑗∗, 𝐼𝐼𝑗𝑗+1∗ �, for j ≠ k in (16). In 
order to avoid such a discontinuity in the SOC estimation, the value of battery capacity 
𝐶𝐶(𝑑𝑑 − ∆𝑑𝑑) in (15) is calculated as the product between the rated battery capacity associated 
with the new equivalent discharge rate 𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓 and the SOC value estimated at 𝑑𝑑 − ∆𝑑𝑑, namely: 

   𝐶𝐶(𝑑𝑑 − ∆𝑑𝑑) = 𝐶𝐶�𝐼𝐼𝑇𝑇
𝑓𝑓𝑓𝑓,𝜃𝜃�SOC(𝑑𝑑 − ∆𝑇𝑇) (17) 

The rated capacity 𝐶𝐶(𝐼𝐼𝑇𝑇
𝑓𝑓𝑓𝑓,𝜃𝜃) in (15) and (17) takes into account the capacity drift with the 

temperature as per the linear approximation:  

   C(𝐼𝐼𝑇𝑇
𝑓𝑓𝑓𝑓,𝜃𝜃) = 𝐶𝐶(𝐼𝐼𝑇𝑇

𝑓𝑓𝑓𝑓,𝜃𝜃∗)(1 + 𝛽𝛽(𝜃𝜃 − 𝜃𝜃∗)) (18) 

For example, for a lead-acid battery, the coefficient β is in the order of 0.006 Ah/°C, and 
is in general known by the battery manufacturer for θ* = 20 °C. 
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From the TTC equivalent circuit shown in Fig. 11, it is possible to derive a state space 
model expressed as a function of two state variables 𝑥𝑥 = [𝑉𝑉1  𝑉𝑉2]𝑇𝑇, with 𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵  as the only 
input and 𝐸𝐸𝐵𝐵 as the only output, as follows: 

 

�̇�𝑉1 =
−1
𝑅𝑅1𝐶𝐶1

𝑉𝑉1 +
1
𝐶𝐶1
𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵  

�̇�𝑉2 =
−1
𝑅𝑅2𝐶𝐶2

𝑉𝑉2 +
1
𝐶𝐶2
𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵  

𝐸𝐸𝐵𝐵 = 𝑉𝑉1 + 𝑉𝑉2 + 𝑅𝑅0𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵 + 𝐸𝐸𝑚𝑚 

(19) 

 �̇�𝑥 = 𝑨𝑨𝑥𝑥 + 𝑩𝑩𝑢𝑢 
𝐸𝐸𝐵𝐵 = 𝑪𝑪𝑥𝑥 + 𝑫𝑫𝑢𝑢 

(20) 

 
𝑨𝑨 =

⎣
⎢
⎢
⎢
⎡
−1
𝑅𝑅1𝐶𝐶1

0

0
−1
𝑅𝑅2𝐶𝐶2⎦

⎥
⎥
⎥
⎤

           𝑩𝑩 =

⎣
⎢
⎢
⎡

1
𝐶𝐶1

0

1
𝐶𝐶2

0
⎦
⎥
⎥
⎤
 

𝑪𝑪 = [1    1]                   𝑫𝑫 = [𝑅𝑅0    𝐸𝐸𝑚𝑚] 
𝑢𝑢 = [𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵     1]𝑇𝑇  

(21) 

It is assumed here that the energy flow is positive during the charge and negative during 
the cell discharge. All the cell parameters depend on the SOC as well as on the rate of the 
discharge current (C-rate). For this reason, matrices A and B need to be experimentally 
fitted for different SOCs. 

By using 𝐼𝐼𝑑𝑑𝑐𝑐𝐵𝐵 = 𝑃𝑃𝑑𝑑𝑐𝑐𝐵𝐵 /𝐸𝐸𝑏𝑏  to express the battery current as a function of the battery power 
𝑃𝑃𝑑𝑑𝑐𝑐𝐵𝐵  in the state space formulation, the battery voltage can be defined as follows: 

 𝐸𝐸𝐵𝐵(𝑑𝑑) =
𝑪𝑪𝑥𝑥(𝑑𝑑) + 𝐸𝐸𝑚𝑚 ± �(𝑪𝑪𝑥𝑥(𝑑𝑑) + 𝐸𝐸𝑚𝑚)2 + 4𝑅𝑅0𝑃𝑃𝑑𝑑𝑐𝑐𝐵𝐵 (𝑑𝑑)

2
 (22) 

It is shown in [100] that for a unique value of 𝑃𝑃𝑑𝑑𝑐𝑐𝐵𝐵 , there is one and only one feasible solution 
for 𝐸𝐸𝐵𝐵 in (22). More information on active power limits, dc voltage limits, and SOC limits 
can also be found in [94]. 

The practical use of a TTC model requires the knowledge of the two state components, 
which are a modelling abstraction and not directly measurable. Hence, a Kalman-based 
state estimation approach can be used to estimate the model’s state vector as a function of 
battery terminal voltage measurements, and the structure of the state space matrices [101]. 

The buck/boost converter in Fig. 10 is in charge of controlling the dc link capacitor voltage 
by properly charging and discharging the battery. A PI controller can be used to generate 
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the duty cycle for the switches based on the difference of the dc link voltage and its set-
point. Thus, when the dc link voltage is lower than the pre-defined set-point, the converter 
works in the boost mode, discharging the battery. When the dc link voltage is higher than 
the set-point, the converter operates in the buck mode, charging the battery. Note that since 
the average converter model is non-linear, particular attention is needed on the design of 
the controller. Hence, a more sophisticated control approach may be necessary for accurate 
stability studies, considering the fact that the two modes of operation (buck or boost) have 
different transfer functions; in particular, the point of control transition between these two 
modes deserves special attention. 

4.1.5 Solar PV 

A PhotoVoltaic (PV) cell is a semiconductor that, by using the PV effect, converts solar 
energy into electricity in the form of a direct current. A simplified circuit model of a single 
PV cell is shown in Fig. 13, where 𝐼𝐼𝑝𝑝 represents the photogenerated current, 𝐼𝐼𝐷𝐷 is the p-n 
junction (diode) dark current, and 𝑅𝑅𝑓𝑓 and 𝑅𝑅𝑓𝑓ℎ are the series and shunt equivalent 
resistances, with the output current and voltage being expressed as follows: 

 𝐼𝐼𝐿𝐿 = 𝐼𝐼𝑝𝑝 − 𝐼𝐼𝐷𝐷 −
𝑉𝑉
𝑅𝑅𝑓𝑓ℎ

 

𝑉𝑉𝐿𝐿 = 𝑉𝑉 − 𝑅𝑅𝑓𝑓𝐼𝐼𝐿𝐿 
(23) 

where the diode characteristic is given by: 

 𝐼𝐼𝑑𝑑 = 𝐼𝐼0 �𝑒𝑒
𝑟𝑟𝑞𝑞
𝑘𝑘𝑇𝑇 − 1� (24) 

with 𝐼𝐼0 representing the saturation current, q the elementary charge, k the Boltzmann 
constant, and T the absolute temperature. The I-V characteristic at the cell’s terminals 
depends, among other parameters, on the irradiance level and temperature. The particular 
case of the impact of varying irradiance on the I-V curves is shown in Fig. 14, where the 
starred point on each curve indicates the Maximum Power Point (MPP), which varies with 
the operating conditions of the cell (e.g., temperature and irradiance). A solar PV module 
is built by connecting PV cells in series and/or parallel; the effect on the I-V curves is a 
scaling of the voltage magnitude and/or current magnitude, respectively. The I-V 
characteristic of a PV module, retains its shape and the relative location of the MPP. 

To ensure maximum power transfer from the PV module, a Maximum Power Point Tracker 
(MPPT) system is employed. MPPT algorithms are widely covered in [101], [102]. The 
MPPT is usually part of a dc/dc converter in standalone applications (e.g., battery 
charging), and part of the dc/ac inverter in grid-tied applications. Voltage and current 
matching may require a dc/dc buck-boost converter in the grid-tied case. MPPTs are 
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particularly important in places where irradiance varies widely (e.g., cloud effect) and 
under partial shading of PV modules, which distorts the I-V characteristic [103]. 

 

Fig. 13. Simplified PV cell model. 

 

Fig. 14. Sample I-V curves for a solar cell with varying irradiance. 

4.1.6 Flywheel Energy Storage System (FESS) 

The FESS model presented here comprises an induction machine, a flywheel represented 
as a high inertia mass constant (H), two bi-directional VSCs, and all required controls, as 
shown in Fig. 15. The VSCs are full-bridge, self-commutated three-phase converters, as 
shown in Fig. 2. The dc buses of the VSC units are connected through a dc link with a 
capacitor. For charging conditions, the network-side VSC in Fig. 15 is assumed to be a 
rectifier, and the flywheel-side VSC is treated as an inverter. The machine in Fig. 15 is 
typically squirrel cage induction motor/generator, depending on the FESS 
charging/discharging mode, with a high inertia H representing the flywheel. 
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Fig. 15. FESS Configuration. 

The network-side VSC maintains the dc link voltage constant at a reference value [104]. 
Fig. 16 illustrates the control structure of the VSC, which controls the dc link voltage and 
the network ac voltage. On the other hand, the active power control depicted in Fig. 17 
controls the flywheel-side VSC. Note that this control topology is similar to the network-
side VSC controls, but instead of controlling the dc voltage, it controls the power injection 
to/from the flywheel; it also controls the ac voltage level of the FESS induction machine. 

 

Fig. 16. Network side converter VSC. 
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Fig. 17. Flywheel side converter VSC. 

The power angle α and modulation ratio γ are the output signals of the VSCs’ controls and 
determine the active and reactive power exchanged with the corresponding ac systems, as 
follows [105]: 

 𝑃𝑃 =
𝑉𝑉𝑑𝑑𝑐𝑐𝑉𝑉𝑐𝑐𝛾𝛾 sin(𝛼𝛼)

𝑋𝑋𝑐𝑐
 (25) 

 𝑄𝑄 =
𝑉𝑉𝑑𝑑𝑐𝑐𝑉𝑉𝑐𝑐𝛾𝛾 cos(𝛼𝛼)

𝑋𝑋𝑐𝑐
−
𝑉𝑉𝑐𝑐2

𝑋𝑋𝑐𝑐
 (26) 

where 𝑉𝑉𝑑𝑑𝑐𝑐 is the converter dc voltage, 𝑉𝑉𝑐𝑐  is the converter ac voltage, and 𝑋𝑋𝑐𝑐 is the converter 
reactance. 

The primary objective of the FESS is to regulate and control the system frequency, which 
can be accomplished with the control depicted in Fig. 18. This control determines the active 
power reference 𝑃𝑃ref in Fig. 17, i.e., in the active power set-points of the flywheel-side 
VSC, to be injected to/from the FESS, responding to the frequency deviations detected at 
the terminal of the system. To prevent either the shortage or the surplus of energy stored in 
the FES, the rotor speed variation of the induction machine has to be constrained; hence, a 
speed limiter is needed, as shown in Fig. 18. 
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Fig. 18. FESS speed/frequency Control. 

4.2 Network 

For transmission lines modeling in bulk power systems, the system is considered balanced, 
i.e., the three-phase currents are balanced and the lines parameters are balanced by 
transposition. However, in distribution feeders, neither of these two fundamental 
assumptions are valid; thus, a modeling based on a three-phase grounded four-wire system 
is used herein [106]. A model of a three-phase distribution system with the neutral being 
grounded is shown in Fig. 19. Observe that the charging admittances are neglected since 
microgrid feeders are short and operate at medium/low voltage levels [106]1. In this 
context, the following equations show the relation between the current through a feeder 
from node i to node j, and the voltage difference between these two nodes: 

 

Fig. 19. Three-phase distribution feeder in a microgrid with grounded neutral. 

                                                 
1 Note that this assumptions may not be valid for long feeders, where charging admittances can no longer be 
neglected. 
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   �
𝑽𝑽𝑖𝑖𝑎𝑎 − 𝑽𝑽𝑗𝑗𝑎𝑎

𝑽𝑽𝑖𝑖𝑏𝑏 − 𝑽𝑽𝑗𝑗𝑏𝑏

𝑽𝑽𝑖𝑖𝑐𝑐 − 𝑽𝑽𝑗𝑗𝑐𝑐
� = �

𝒁𝒁𝑖𝑖𝑗𝑗𝑎𝑎𝑎𝑎 𝒁𝒁𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏 𝒁𝒁𝑖𝑖𝑗𝑗𝑎𝑎𝑐𝑐

𝒁𝒁𝑖𝑖𝑗𝑗𝑏𝑏𝑎𝑎 𝒁𝒁𝑖𝑖𝑗𝑗𝑏𝑏𝑏𝑏 𝒁𝒁𝑖𝑖𝑗𝑗𝑏𝑏𝑐𝑐

𝒁𝒁𝑖𝑖𝑗𝑗𝑐𝑐𝑎𝑎 𝒁𝒁𝑖𝑖𝑗𝑗𝑐𝑐𝑏𝑏 𝒁𝒁𝑖𝑖𝑗𝑗𝑐𝑐𝑐𝑐
� �
𝑰𝑰𝑖𝑖𝑗𝑗𝑎𝑎

𝑰𝑰𝑖𝑖𝑗𝑗𝑏𝑏

𝑰𝑰𝑖𝑖𝑗𝑗𝑐𝑐
� = 𝑍𝑍𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏𝑐𝑐 �

𝑰𝑰𝑖𝑖𝑗𝑗𝑎𝑎

𝑰𝑰𝑖𝑖𝑗𝑗𝑏𝑏

𝑰𝑰𝑖𝑖𝑗𝑗𝑐𝑐
� (27) 

where the impedance matrix can be defined as follows: 

    Ȥ𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏𝑐𝑐 = Ȥ𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏𝑐𝑐 − Ȥ𝑒𝑒𝑖𝑖𝑗𝑗
∅𝑛𝑛Ȥ𝑒𝑒𝑖𝑖𝑗𝑗

𝑛𝑛∅/𝑍𝑍𝑒𝑒𝑖𝑖𝑗𝑗𝑛𝑛𝑛𝑛 (28) 
where 

    Ȥ𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏𝑐𝑐 = �
𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑎𝑎 𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏 𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑐𝑐

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑏𝑏𝑎𝑎 𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑏𝑏𝑏𝑏 𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑏𝑏𝑐𝑐

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑐𝑐𝑎𝑎 𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑐𝑐𝑏𝑏 𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑐𝑐𝑐𝑐
� (29) 

    Ȥ𝑒𝑒𝑖𝑖𝑗𝑗
∅𝑛𝑛 = �

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑛𝑛

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑏𝑏𝑛𝑛

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑐𝑐𝑛𝑛
� (30) 

    Ȥ𝑒𝑒𝑖𝑖𝑗𝑗
𝑛𝑛∅ = �

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑛𝑛𝑎𝑎

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑛𝑛𝑏𝑏

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑛𝑛𝑐𝑐
� (31) 

Single-phase microgrid feeders can be modeled by a resistance and an inductance 
connecting two nodes [106], as shown in Fig. 20, where the following equation models 
the current through a feeder connecting nodes i and j: 

 𝑰𝑰𝑖𝑖𝑗𝑗𝑎𝑎 =
𝑽𝑽𝑖𝑖𝑎𝑎 − 𝑽𝑽𝑗𝑗𝑎𝑎

𝒁𝒁𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑎𝑎
=

𝑽𝑽𝑖𝑖𝑎𝑎 − 𝑽𝑽𝑗𝑗𝑎𝑎

𝑍𝑍𝑒𝑒𝑖𝑖𝑗𝑗𝑎𝑎𝑎𝑎∠𝜃𝜃𝑖𝑖𝑗𝑗𝑎𝑎𝑎𝑎
 (32) 

Observe that if the single-phase current returns via a neutral wire, then the mutual 
impedance of the neutral current should also be considered. 

 

Fig. 20. A single-phase distribution feeder in a microgrid, with phasors in boldface 
font. 

The complex power flow from node i to node j in each phase ϕ is defined as follows: 

 𝑃𝑃𝑖𝑖𝑗𝑗
∅ − 𝐉𝐉𝑄𝑄𝑖𝑖𝑗𝑗

∅ = 𝑽𝑽𝑖𝑖
∅∗𝑰𝑰𝑖𝑖𝑗𝑗

∅  (33) 
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Substituting (27) into (33), the active and reactive power flows from node i to node j, in 
phase a are as follows: 

 
𝑃𝑃𝑖𝑖𝑗𝑗𝑎𝑎 = 𝑉𝑉𝑖𝑖𝑎𝑎 � 𝑌𝑌𝑖𝑖𝑗𝑗

𝑎𝑎∅[𝑉𝑉𝑖𝑖
∅ cos�𝜃𝜃𝑖𝑖𝑗𝑗

𝑎𝑎∅ + 𝛿𝛿𝑖𝑖
∅ − 𝛿𝛿𝑖𝑖𝑎𝑎� −

∅=𝑎𝑎,𝑏𝑏,𝑐𝑐

 

𝑉𝑉𝑗𝑗
∅ cos�𝜃𝜃𝑖𝑖𝑗𝑗

𝑎𝑎∅ + 𝛿𝛿𝑗𝑗
∅ − 𝛿𝛿𝑗𝑗𝑎𝑎�] 

(34) 

 
𝑄𝑄𝑖𝑖𝑗𝑗𝑎𝑎 = 𝑉𝑉𝑖𝑖𝑎𝑎 � 𝑌𝑌𝑖𝑖𝑗𝑗

𝑎𝑎∅[𝑉𝑉𝑖𝑖
∅ sin�𝜃𝜃𝑖𝑖𝑗𝑗

𝑎𝑎∅ + 𝛿𝛿𝑖𝑖
∅ − 𝛿𝛿𝑖𝑖𝑎𝑎� −

∅=𝑎𝑎,𝑏𝑏,𝑐𝑐

 

𝑉𝑉𝑗𝑗
∅ sin�𝜃𝜃𝑖𝑖𝑗𝑗

𝑎𝑎∅ + 𝛿𝛿𝑗𝑗
∅ − 𝛿𝛿𝑗𝑗𝑎𝑎�] 

(35) 

where 𝑌𝑌𝑖𝑖𝑗𝑗
𝑎𝑎∅ and 𝜃𝜃𝑖𝑖𝑗𝑗

𝑎𝑎∅ are the magnitudes and angles of the elements of the matrix 𝑌𝑌𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏𝑐𝑐 =
𝑍𝑍𝑖𝑖𝑗𝑗𝑎𝑎𝑏𝑏𝑐𝑐

−1
. 

As seen in (34) and (35), the line impedance plays a significant role in determining the 
active and reactive power flows from node i to node j. Consider that for dominantly 
resistive lines, the active power flow is tightly linked to the voltage magnitudes. 

Note that, in the context of network modeling, transformer saturation should be considered 
due to the associated inrush currents in microgrids, which are important for converter-based 
DERs, as these large currents could activate converter protections. Transformer models for 
inrush calculation considering saturation can be found in [107]. 

4.3 Load Models 

4.3.1 Static Loads 

Loads which display negligible dynamic response in a power system are typically modelled 
by the following equation [56]: 

 𝑃𝑃L = 𝑃𝑃Lo �
𝑉𝑉L
𝑉𝑉Lo

�
𝑛𝑛𝑝𝑝

 (36) 

which can be viewed equivalently as a ZIP load: 

 𝑃𝑃L = 𝑃𝑃Lo �𝑍𝑍𝑝𝑝 �
𝑉𝑉L
𝑉𝑉Lo

�
2

+ 𝐼𝐼𝑝𝑝 �
𝑉𝑉L
𝑉𝑉Lo

� + 𝑃𝑃𝑝𝑝� (37) 

 𝑛𝑛𝑝𝑝 ≈
2 × 𝑍𝑍𝑝𝑝 + 1 × 𝐼𝐼𝑝𝑝 + 0 × 𝑃𝑃𝑝𝑝

𝑍𝑍𝑝𝑝 + 𝐼𝐼𝑝𝑝 + 𝑃𝑃𝑝𝑝
 (38) 

And similarly for: 
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 𝑄𝑄L = 𝑄𝑄Lo �
𝑉𝑉L
𝑉𝑉Lo

�
𝑛𝑛𝑞𝑞

 (39) 

 𝑄𝑄L = 𝑄𝑄Lo �𝑍𝑍𝑟𝑟 �
𝑉𝑉L
𝑉𝑉Lo

�
2

+ 𝐼𝐼𝑟𝑟 �
𝑉𝑉L
𝑉𝑉Lo

�+ 𝑃𝑃𝑟𝑟� (40) 

 𝑛𝑛𝑟𝑟 ≈
2 × 𝑍𝑍𝑟𝑟 + 1 × 𝐼𝐼𝑟𝑟 + 0 × 𝑃𝑃𝑟𝑟

𝑍𝑍𝑟𝑟 + 𝐼𝐼𝑟𝑟 + 𝑃𝑃𝑟𝑟
 (41) 

where 𝑃𝑃L is the active power demand; 𝑄𝑄L is the reactive power demand; 𝑃𝑃Lo is the rated 
active power, and 𝑄𝑄Lo is the rated reactive power at nominal operating voltage 𝑉𝑉Lo; 𝑛𝑛𝑝𝑝 and 
𝑛𝑛𝑟𝑟 are voltage indexes for the active power and reactive power respectively; and 𝑍𝑍𝑝𝑝, 𝐼𝐼𝑝𝑝, 
and 𝑃𝑃𝑝𝑝 are the constant impedance, constant current and constant power coefficients for 
𝑃𝑃L, and similarly 𝑍𝑍𝑟𝑟, 𝐼𝐼𝑟𝑟, and 𝑃𝑃𝑟𝑟 for 𝑄𝑄L. 

As it can be seen from (36), the active power demand sensitivity to the operating voltage 
(dP /dV) is determined by 𝑛𝑛𝑝𝑝; thus, as 𝑛𝑛𝑝𝑝 increases, the sensitivity of power consumption 
with respect to operating voltage also increases. In [108], a comprehensive study is carried 
out to model residential loads that shows an average 𝑛𝑛𝑝𝑝 for existing residential load models 
in the range of 1.1 to 1.7. This value is demonstrated to be even higher in isolated 
microgrids, where the majority of the power is consumed by households for heating and 
lightning purposes [46]. 

4.3.2 Dynamic Loads 

Different types of dynamic loads are connected to microgrids, of which Direct-on-Line 
(DOL) start induction motors, and Variable Speed-Drive (VSD) based motors are more 
common in residential/commercial and industrial/ship microgrids, respectively. The DOL 
start motor load represents induction motor loads which are directly connected to the 
microgrid, as in the case of residential appliances and Heating, Ventilation, and Air 
Conditioning (HVAC) systems in residential and commercial levels. These motor loads are 
modelled with induction motors with the associated load characteristics (e.g., fan, pump, 
compressors, etc.). In addition, for large motors, soft-starters can also be modeled at the 
front end of the induction motor to reduce the high starting motor currents, which would 
cause substantial reduction in microgrid voltage; it is recommended to install a soft-starter 
unit for three-phase induction motors rated more than 10 kW. A schematic of the DOL start 
motor load is shown in Fig. 21. 
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Fig. 21. DOL start motor load (soft-starter is usually needed for motors rated more 
than 10 kW). 

The induction machine is the main component in the DOL motor model, and a number of 
assumptions and simplifications can be made in order to represent the motor in dynamic 
studies [55]2. Thus, stator transients are ignored in the stator voltage equation, and the rotor 
currents are eliminated by representing a transient voltage E′ behind the stator transient 
impedance. In this case, the stator voltage 𝑉𝑉𝑓𝑓 can be represented by: 

 𝑉𝑉𝑓𝑓 = (𝑅𝑅𝑓𝑓 + 𝑗𝑗𝑋𝑋𝑓𝑓′)𝐼𝐼𝑓𝑓 + 𝐸𝐸′ (42) 

where 𝑅𝑅𝑓𝑓, 𝑋𝑋𝑓𝑓′, and 𝐼𝐼𝑓𝑓 denote stator resistance, stator transient reactance, and stator current 
respectively. The stator transient reactance 𝑋𝑋𝑓𝑓′ is given by: 

 𝑋𝑋𝑓𝑓′ = 𝜔𝜔𝑓𝑓 �𝐿𝐿𝑓𝑓𝑓𝑓 −
𝐿𝐿𝑚𝑚2

𝐿𝐿𝑟𝑟𝑟𝑟
� (43) 

where 𝐿𝐿𝑓𝑓𝑓𝑓, 𝐿𝐿𝑚𝑚, 𝐿𝐿𝑟𝑟𝑟𝑟, and 𝜔𝜔𝑓𝑓 denote stator winding inductance, magnetising inductance, rotor 
winding inductance, and angular velocity of the stator field, respectively. The transient 
voltage 𝐸𝐸′ is given by: 

 𝐸𝐸′ = �
𝜔𝜔𝑓𝑓𝐿𝐿𝑚𝑚
𝐿𝐿𝑟𝑟𝑟𝑟

�𝜓𝜓𝑟𝑟  (44) 

where 𝜓𝜓𝑟𝑟 is the rotor flux linkage. 

The rotor mechanical dynamics are represented by the following equations: 

 2𝐻𝐻
𝑑𝑑𝜔𝜔𝑟𝑟
𝑑𝑑𝑑𝑑

= 𝑇𝑇𝑟𝑟 − 𝑇𝑇𝑚𝑚 (45) 

                                                 
2 More complex models can be found in [55]. 
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where 𝜔𝜔𝑟𝑟, H, 𝑇𝑇𝑟𝑟 and 𝑇𝑇𝑚𝑚 denote rotor angular velocity, combined inertia constant of the 
motor and load, electromagnetic torque and mechanical toque, respectively. The following 
mechanical load-torque 𝑇𝑇𝑚𝑚 equation can be used to represent the typical load-torque 
characteristics of motor loads: 

 𝑇𝑇𝑚𝑚 = 𝑇𝑇min +

⎩
⎪
⎨

⎪
⎧(𝑇𝑇𝑓𝑓 − 𝑇𝑇min)�

|𝜔𝜔𝑚𝑚| − (1 − 𝑠𝑠𝑚𝑚)
𝑠𝑠𝑚𝑚

�
𝑙𝑙

(𝑇𝑇𝑜𝑜 − 𝑇𝑇min)�1 −
|𝜔𝜔𝑚𝑚|

1 − 𝑠𝑠𝑚𝑚
�
𝑛𝑛  (46) 

where 𝑇𝑇min, 𝑇𝑇𝑓𝑓, 𝑇𝑇0, 𝜔𝜔𝑚𝑚, and 𝑠𝑠𝑚𝑚 denote minimum torque, torque at synchronous speed, 
torque at standstill, angular velocity of the load in p.u., and slip at minimum torque, 
respectively. The parameters of the load-torque equation depend on the respective load 
characteristics, e.g., fan, compressor, etc.; sample parameters are illustrated in Table 2. 

TABLE 2. Parameters of Various Types of Motor Connected Loads (in pu) 

 𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎 𝑻𝑻𝒔𝒔 𝑻𝑻𝟎𝟎 𝑺𝑺𝒎𝒎 l n 
Fan 0.0375 1 0.15 0.875 1.92 2.15 

Centrifugal 
Compressor 0 0.775 0.0875 0.867 1.27 1.34 

Pump 0.045 1 0.11 0.86 1.73 2.50 

Centrifugal 
Pump 0.05 0.575 0.075 0.85 1.93 1.42 

The soft-starter is modelled using two back-to-back thyristors, with the firing angle initially 
set to a high value to decrease the starting voltage of the induction motor, which would 
reduce the high starting current of the machine. Once the motor is started, the firing angle 
is linearly decreased to apply the nominal terminal voltage of the induction motor. 

VSD motor loads are modelled using a three-phase controlled rectifier with an inbuilt 
transformer, a PWM inverter, and a three-phase induction motor with its mechanical load. 
In certain VSDs, simple three-phase diode-bridge rectifiers are used; however, controlled 
rectifiers allow maintaining a constant dc link voltage when the supply system voltage 
varies, thus improving the stability of VSD motor loads. The PWM inverter controls the 
supply frequency and the voltage for the three-phase induction motor while maintaining 
the V/f ratio constant, so that the air-gap flux remains constant. Similar to DOL start motor 
drives the load dynamics were represented by their respective load torque equations. 

A schematic of the dynamic simulation model of VSD-driven motor load is shown in Fig. 
22, where 𝜔𝜔ref, 𝜔𝜔𝑚𝑚, 𝐿𝐿𝑓𝑓, 𝐶𝐶𝑑𝑑, 𝑓𝑓𝑚𝑚, and 𝑃𝑃𝑚𝑚 denote the reference angular velocity, rotor angular 
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velocity (angular velocity of the load), dc-link inductor, dc-link capacitor, frequency, and 
modulation index, respectively. The front-end controlled rectifier of the VSD maintains the 
dc link voltage constant by varying the thyristor firing angle based on the measured ac 
voltage 𝑉𝑉𝑎𝑎𝑐𝑐. The value of 𝐿𝐿𝑓𝑓 is determined based on the allowable current ripple in the dc 
link, while 𝐶𝐶𝑑𝑑 is determined by the allowable dc voltage ripple in the dc link [32]. The 
VSD controller, shown in Fig. 23, can soft-start the inductor motor and drive the load based 
on the speed reference 𝜔𝜔ref. 

 

Fig. 22. Dynamic simulation model of the VSD-driven motor load. 

 

Fig. 23. VSD V/f Controller. 

The VSD V/f controller compares the actual rotor speed 𝜔𝜔𝑚𝑚 of the induction motor with 
the speed reference 𝜔𝜔𝑟𝑟𝑟𝑟𝑓𝑓, and then the speed error ∆𝜔𝜔 is fed through the PI controller to 
generate the reference frequency 𝑓𝑓𝑚𝑚 and modulation index 𝑃𝑃𝑚𝑚 for the PWM, which drives 
the three-phase inverter. It must be noted that an average three-phase inverter model could 
be used for dynamic simulations. 

4.4 Analysis Techniques and Tools 

Stability studies start with the definition of the initial system conditions, typically 
computed using power flow techniques. These techniques allow to perform static studies 
such as the determination of voltage profiles in microgrids [31], [109].  
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4.4.1 Large-Perturbation Stability 

Microgrids show highly non-linear dynamics [110], but microgrid stability studies have 
been typically based on small-perturbation linearization techniques [111]. Various bodies 
of work are demonstrating that small-perturbation stability might not give an accurate 
representation of stability in microgrids [112], [113]. The presence of power electronic 
converters and stochastic resources which can exhibit large dynamic changes makes the 
large-perturbation stability critical for microgrids. 

When faults occur in an isolated/islanded microgrid, or a fault triggers an unintentional 
islanding of a microgrid, Critical Clearing Times (CCTs) can give a good idea of the 
relative stability. In [55], the CCT is defined as the maximum time between initiation and 
isolation of a fault such that the power system remains stable. Classical equal area criterion 
analysis is helpful in determining CCTs in transmission systems; however, in microgrids, 
this technique does not apply, as stability problems are not directly associated with 
synchronism problems among DERs, as discussed in Section 3. 

Large-perturbation stability analysis in microgrids can be performed using two main 
approaches: Lyapunov-based stability studies [114]-[116], time-domain simulations 
carried out on accurate models of a microgrid [31], [6], and Hardware-in-the-Loop (HIL) 
approaches [117]. 

4.4.1.1 Lyapunov Techniques 
Several Lyapunov approaches have been reported in the literature [114]–[116]. An 
advantage of Lyapunov’s direct method is that the non-linear differential equations 
associated with the system do not need to be solved analytically for transient stability 
analysis [118]. Large-perturbation stability of various microgrid components have been 
discussed in the literature using Lyapunov based techniques [119], [120], such as for 
synchronous generators, inverters, rectifiers, and dc/dc converters. For example, in [121], 
an electrostatic machine based model for inverters are derived, which allows for easier 
small- and large-perturbation stability analysis of these systems. Lyapunov techniques can 
then be used on the derived “equations of motion” to analyze the large-perturbation 
stability. 

Compared to small-perturbation studies, Lyapunov techniques have the following 
advantages: (1) the domain of validity and effectiveness of Lyapunov techniques is larger 
than that of small-perturbation analysis methods, (2) the proper representation of nonlinear 
power electronic converters, and (3) the adequate capture of large transient events 
experienced by renewable energy sources such as solar PV and wind. A system that is 
stable (as defined by Lyapunov-based techniques) is small-perturbation stable, but the 
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reverse is not always true. Thus, Lyapunov techniques give better insights on the transient 
stability of microgrids. 

Successfully applying Lyapunov techniques to microgrids presents several challenges. 
First, finding the proper Lyapunov function is a significant hurdle and requires many 
simplifying assumptions; hence, these techniques have been limited to balanced three-
phase systems. Moreover, studies that explore the dynamic interactions of power electronic 
converters and electromechanical systems have yet to be carried out using Lyapunov-based 
techniques. Additionally, Lyapunov functions can be nontrivial, so there is a need for 
systematic mathematical approaches that could be adopted widely with different generator 
and load models. Furthermore, modeling the microgrids as non-autonomous or time-
varying systems is a challenging and nontrivial issue that adds another level of complexity. 

4.4.1.2 Time-Domain Simulation 
Large-perturbation stability analysis of  microgrid systems using  time-domain simulations, 
based on  accurate models of  the  system components and  loads, of the type found in EMT 
tools [121], [122], is  the  most effective way to investigate stability issues in microgrids, 
as reported in the literature [31], [123]. Time-domain simulations have some advantages 
over Lyapunov-based techniques, including higher accuracy and validity. On the other 
hand, time-domain simulations of non-linear systems are computationally intensive and 
typically many such simulations are required to ensure system stability over a wide variety 
of initial conditions and disturbances. It is also noteworthy that stability boundaries derived 
using time-domain simulations are precise, albeit expensive to obtain, and thus result in 
proper resource utilization of microgrids, as opposed to Lyapunov techniques. 

Ideally, EMT tools should be used for time-domain simulations in microgrids, since they 
model all components in detail; however, for larger microgrids, this might be infeasible 
due to the computational complexities and burden. Electromechanical transient tools, also 
known as Transient Stability (TS) tools [124], [125], has been developed and used to 
address these computational issues in system transient studies, but these tools have been 
traditionally designed for balanced networks, and thus are not suitable for unbalanced 
microgrid studies. An intermediate solution could be provided by capturing unbalances in 
TS simulations, using phasor dynamic models that capture network and stator dynamics 
around the fundamental frequencies [126]-[128]. TS simulations are proposed for 
microgrids/distribution systems with unbalanced modeling in [129], with dynamic phasors 
in [130], and with transitions between dynamics and power flows solutions in [131]. 

4.4.1.3 Harware-in-the-Loop Studies 
Real-time HIL simulations have proven to be an advanced and efficient tool for the analysis 
and validation of microgrids, in particular DER components and their controls. The two 
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main classes of real time HIL testing are Controller Hardware in the Loop (CHIL) and 
Power Hardware in the Loop (PHIL), as depicted in Fig. 24 and discussed next. 

 

Fig.  24. PHIL and CHIL setup [117]. 

In CHIL simulations, a hardware controller is tested and connected to a microgrid network 
simulated entirely in a Digital Real Time Simulator (DRTS). For example, CHIL can be 
used to test an inverter controller, where the controller sends the PWM signals to the DRTS, 
which feeds back voltage and current measurements as analogue signals. A power system 
controller (e.g. distribution management system, microgrid controller) can also be tested 
with CHIL, where the signal exchange between the controller and the DRTS can be 
performed by digital or analog signals or via communication protocols. The advantages of 
CHIL testing compared to time-domain simulations are significant. Thus, DRTSs are able 
to solve the microgrid’s mathematical equations in real time, allowing the implementation 
of control algorithms on a physical hardware controller, interfaced with the DRTS in real 
time. In addition, CHIL simulations can reveal weaknesses in the control algorithms, 
studying their performance under various realistic conditions such as time delays and noise, 
and interacting with complex power system models, thus providing valuable insights in 
control system stability issues [132]. 

In a PHIL setup, a part of the microgrid is simulated in great detail in a DRTS integrated 
with real hardware. In order to connect the hardware to a node of the simulated microgrid, 
an amplifier is used as an interface between the DRTS and the equipment. The amplifier 
receives as input a reference signal from the DRTS and provides the respective voltage 
value to the equipment, and a current sensor is utilized to transfer the current from the 
hardware to the simulator. This setup allows the user to test real equipment hardware under 
various circumstances, and to study the impact of the hardware on the system [133]. 
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4.4.2 Small-Perturbation Stability 

Conventionally, small-perturbation stability of a power system is studied through 
eigenvalue analysis by developing state-space models of the system. Efforts have been 
made to develop accurate state-space models of various microgrid components, such as 
inverters, the network, and dynamic loads [47], [134]. These studies reveal that critical 
low-frequency modes are highly affected by the tuning of inverters outer power sharing 
control loops, whereas the critical high-frequency modes are dominated by the inverter 
inner voltage and current control loops. However, such state-space approaches are limited 
to balanced systems, while microgrids in general are unbalanced systems, which is an 
important factor in determining the overall system stability in microgrids [31]. In this 
context, a combination of dynamic simulations and signal-processing methods such as the 
Prony technique have been shown to be effective studying the small-perturbation stability 
[31], [44]. 

Another drawback in classical state-space based approaches is that the validity and 
magnitude of the linearization domain is unknown. Small perturbations can be explored 
without an explicit knowledge of what constituents “small”. In traditional power systems 
with large inertia and with an infinite bus, such disturbances are not likely to substantially 
perturb the system from its current operating state. However, since microgrids have a 
smaller inertia and no infinite bus, thus small perturbations are more likely to significantly 
affect the system. 

As detailed in Section 3, this document presents a classification of stability in microgrids 
based primarily on the equipment origin of the potential instability (e.g., inner control loop 
tunings, PLL bandwidth issues, etc.). This approach is taken to avoid classical 
frequency/voltage categorizations, as these variables are strongly coupled in by microgrid 
dynamics. However, if faced with an instability, one must ultimately identify the true 
source of the problem. Small-perturbation stability analysis via linearization provides a 
useful tool for identifying the origin of the instability, by studying the left and right 
eigenvectors of the dynamic system matrix. Under technical conditions, a small-signal LTI 
model: 

∆�̇�𝑥 = 𝐴𝐴∆𝑥𝑥 

with state ∆𝑥𝑥(𝑑𝑑) and initial condition ∆𝑥𝑥0 has the solution: 

∆𝑥𝑥(𝑑𝑑) = 𝑅𝑅e𝛬𝛬𝑡𝑡𝐿𝐿∆𝑥𝑥0 
where 𝛬𝛬 is the diagonal matrix of eigenvalues of A, R is (column-wise) the matrix of right- 
eigenvectors of A, and L is (row-wise) the matrix of left-eigenvectors of A. More simply, 
this can be written as [135]: 
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∆𝑥𝑥(𝑑𝑑) = � e𝜆𝜆𝑖𝑖𝑡𝑡𝑟𝑟𝑖𝑖(𝑙𝑙𝑖𝑖∆𝑥𝑥0)
𝑛𝑛

𝑖𝑖=1

 

where 𝑟𝑟𝑖𝑖 (resp., 𝑙𝑙𝑖𝑖) is the ith column of R (resp., ith row of L), and are normalized such that 
𝑙𝑙𝑖𝑖𝑟𝑟𝑖𝑖 = 1. From this expression, the right-eigenvectors 𝑟𝑟𝑖𝑖 determine the modal shape of the 
response, while the left eigenvectors 𝑙𝑙𝑖𝑖 determine how greatly the initial condition excites 
the ith dynamic mode. State variables which participate heavily in a particular instability 
will have relatively large corresponding components within 𝑟𝑟𝑖𝑖, and thus the right 
eigenvectors provide a means of deducing the equipment origin of instability. As an 
example, in the case of a Control System Stability problem, it is likely to have state 
variables with large components within 𝑟𝑟𝑖𝑖 pertaining to a particular piece of equipment. On 
the other hand, in the case of a Power Supply and Balance Stability issue, it is expected to 
have a wider range of state variables, corresponding to various equipment, to have larger 
components within 𝑟𝑟𝑖𝑖. 

5. EXAMPLES 

5.1 CIGRE Benchmark Microgrid Stability Studies 

To demonstrate some of the aforementioned stability phenomena and issues in 
isolated/islanded microgrids, the test system in Fig. 25, which is based on the CIGRE 
benchmark for medium voltage distribution network introduced in [29], has been 
implemented in PSCAD/EMTDC. This microgrid has a 1.3 MVA diesel-based 
synchronous machine, a 1 MW ESS, and a 1 MW wind turbine, with the latter being 
modeled using an average model similar to Fig. 6. The diesel-based synchronous machine 
and its exciter and governor are tuned and validated according to actual measurements for 
the diesel gen-sets discussed in [30]; the grid and gen-set parameters are provided in Table 
3 and 4 respectively, and the ESS parameters are shown in Table 5. The loads are modeled 
using the static exponential model (36) and (39) with a 1.5 exponent, which is a reasonable 
value for typical isolated microgrids [46]; the based values for 𝑃𝑃0 and 𝑄𝑄0 of balanced loads 
are given in Table 6, with a total system demand of 1 MW and 1 MVar. Load demand and 
unbalance levels are different for each of the test scenarios discussed next. 

5.1.1 Impact of Unbalanced Operation 

To effectively study the impact of unbalanced loading on microgrid stability, the ESS is 
modeled in detail in this case, including the battery and its buck/boost converter, the dc/ac 
inverter, and the ac filter. Thus, the dc-link voltage is not ideal, with the buck/boost 
converter maintaining the dc-link voltage of the inverter via a cascaded PI controller. 
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Fig. 25. Modified version of CIGRE benchmark microgrid. 
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TABLE 3. Line Parameters for CIGRE Test System 

From To 𝑹𝑹𝒑𝒑𝒑𝒑′  
[Ω/km] 

𝑿𝑿𝒑𝒑𝒑𝒑′  
[Ω/km] 

𝑩𝑩𝒑𝒑𝒑𝒑
′  

[µS/km] 
𝑹𝑹𝟎𝟎′  

[Ω/km] 
𝑿𝑿𝟎𝟎′  

[Ω/km] 
𝑩𝑩𝟎𝟎
′  

[µS/km] 
l 

[km] 

1 2 0.173 0.432 3.83 0.351 1.8 1.57 1.2 
2 3 0.173 0.432 3.83 0.351 1.8 1.57 1 
3 4 0.173 0.432 3.83 0.351 1.8 1.57 0.61 
4 5 0.173 0.432 3.83 0.351 1.8 1.57 0.56 
5 6 0.173 0.432 3.83 0.351 1.8 1.57 1.54 
6 7 0.173 0.432 3.83 0.351 1.8 1.57 0.24 
7 8 0.173 0.432 3.83 0.351 1.8 1.57 1.67 
8 9 0.173 0.432 3.83 0.351 1.8 1.57 0.32 
9 10 0.173 0.432 3.83 0.351 1.8 1.57 0.77 

10 11 0.173 0.432 3.83 0.351 1.8 1.57 0.33 
3 8 0.173 0.432 3.83 0.351 1.8 1.57 1.3 

12 13 0.173 0.432 3.83 0.351 1.8 1.57 4.89 
13 14 0.173 0.432 3.83 0.351 1.8 1.57 2.99 

TABLE 4. Diesel Gen-Set Parameters for CIGRE Test System (in p.u.) 

Ac1A Exciter Parameters 
𝑲𝑲𝑨𝑨 𝑻𝑻𝑨𝑨 𝑻𝑻𝑩𝑩 𝑻𝑻𝑪𝑪 𝑲𝑲𝑭𝑭 
310 0.012 s 0 s 0 s 0.03 
𝑻𝑻𝑭𝑭 𝑲𝑲𝑬𝑬 𝑻𝑻𝑬𝑬 𝑲𝑲𝑫𝑫 𝑲𝑲𝑪𝑪 
1 s 1 0.5 s 0.38 0.2 

𝑽𝑽𝑹𝑹𝒎𝒎𝒎𝒎𝒎𝒎 𝑽𝑽𝑹𝑹𝒎𝒎𝒎𝒎𝒎𝒎 𝑽𝑽𝑨𝑨𝒎𝒎𝒎𝒎𝒎𝒎 𝑽𝑽𝑨𝑨𝒎𝒎𝒎𝒎𝒎𝒎  
6.03 -5.43 14.5 -14.5  

Woodward Governor Parameters 
𝒎𝒎𝒎𝒎 𝒃𝒃𝒎𝒎 𝒄𝒄𝒎𝒎 𝒎𝒎𝒅𝒅 𝒃𝒃𝒎𝒎 
0 0.38 1 1 1000 
𝒄𝒄𝒅𝒅 𝑲𝑲𝑮𝑮 𝑻𝑻𝑻𝑻𝒍𝒍𝒍𝒍𝒎𝒎𝒅𝒅 𝑻𝑻𝑻𝑻𝒍𝒍𝒎𝒎𝒍𝒍 𝑻𝑻𝑻𝑻𝒍𝒍𝒍𝒍𝒎𝒎𝒅𝒅 

55555.5 277777.7 0.35 s 0.002 0 
𝑻𝑻𝑻𝑻𝒍𝒍𝒎𝒎𝒍𝒍 𝑻𝑻𝒎𝒎    
0.015 1 s    

Gen-Set Parameters (units in pu unless specified otherwise) 
H 𝑹𝑹𝒎𝒎 𝑿𝑿𝒑𝒑 𝑿𝑿𝒅𝒅 𝑿𝑿𝒎𝒎′  

0.5134 s 0.005 0.063 1.91 0.1318 
𝑻𝑻𝒅𝒅𝟎𝟎′  𝑿𝑿𝒅𝒅′′ 𝑻𝑻𝒅𝒅𝟎𝟎′′  𝑿𝑿𝒒𝒒 𝑿𝑿𝒒𝒒′′ 

3.03 s 0.092 0.054 s 0.96 0.122 
𝑻𝑻𝒒𝒒𝟎𝟎′′  𝝎𝝎 𝑽𝑽𝑹𝑹𝑹𝑹𝑺𝑺𝑳𝑳𝑳𝑳  𝑰𝑰𝑹𝑹𝑹𝑹𝑺𝑺𝑳𝑳   

0.05 s 377 rad/s 0.346 kV 1.366 kA  
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TABLE 5. ESS Design Parameters for CIGRE Test System 

𝑳𝑳𝒇𝒇 𝑹𝑹𝒇𝒇 𝑪𝑪𝒇𝒇 𝑹𝑹𝒅𝒅 𝑽𝑽𝒓𝒓𝒎𝒎𝒓𝒓𝒍𝒍𝒅𝒅𝑫𝑫𝑪𝑪 
0.166 mH 4.2 mΩ 626.8 µF 84.7 mΩ 750 v 
𝑪𝑪𝑫𝑫𝑪𝑪−𝒍𝒍𝒎𝒎𝒎𝒎𝒍𝒍 𝑹𝑹𝑩𝑩 𝑳𝑳𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝒇𝒇 𝒇𝒇𝒔𝒔 𝑽𝑽𝑹𝑹𝑹𝑹𝑺𝑺𝑳𝑳−𝑳𝑳 
20 mF 0.2 Ω 3.3 mH 3 kHz 460 v 

In this case study, the diesel and wind generators are not connected, with the ESS operating 
in the grid-forming mode. The system base load is scaled down to 950 kW and 100 kVar 
by multiplying all P loads by 0.95 and Q loads by 0.1. At t = 0.5s, the load reactive power 
is increased by 100% to 200 kVar, and the active power load is kept near the ESS rated 
power. To evaluate the impact of unbalanced loading, the performance of the system is 
first simulated with balanced loading, and then the load at phase c is scaled up to twice the 
load on phases a and b, while keeping the total 3-phase unbalanced load power equal to its 
equivalent balanced load values. 

TABLE 6. Base Load Parameters for CIGRE Test System 

Node 𝑷𝑷𝟎𝟎 [p.u.] 𝑸𝑸𝟎𝟎 [p.u.] 
1 0.084 0.084 
2 0.1092 0.1092 
3 0.0713 0.0713 
4 0.0582 0.0582 
5 0.0905 0.0905 
6 0.0468 0.0468 
7 0.0582 0.0582 
8 0.0655 0.0655 
9 0.0509 0.0509 

10 0.0728 0.0728 
11 0.08 0.08 
12 0.084 0.084 
13 0.0633 0.0633 
14 0.0643 0.0643 

Fig. 26 illustrates the active power, reactive power, instantaneous voltages, and dc link 
voltages of the ESS. The system remains stable when the loading is balanced after the load 
perturbation, whereas it shows sustained oscillations after the perturbation when 
unbalanced. As illustrated in Fig. 26(d), the dc-link capacitor voltage ripple becomes 
significant for the system with unbalanced loading, leading to system instability. Note that 
the chosen dc link capacitor is relatively large for a 1 MW ESS, and the active power is 
within the range for which the system is designed. Also, observe that the voltage 
magnitudes at the PCC bus are close to 1 p.u. for the balanced loading scenario, while for 
the unbalanced case, there are significant differences in the phase voltages. This is an 
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example of Power Supply and Balance Stability, in which the dc-link capacitor is unable 
to keep the voltage ripples within acceptable ranges due to the excessive reactive power demand. 

5.1.2 VSC Modeling [32] 

In this case, the diesel and wind generators are not connected and the ESS controls voltage 
and frequency. The total active power load is scaled down to 950 kW, while the reactive 
power is scaled down to 100 kVar, balanced among the three phases. At t = 0.5s, the loads’ 
reactive powers are proportionally increased by a total of 100 kVar, and at t = 11.5s, the 
total load reactive power is again proportionally increased by 100 kVar; note that the active 
power load is near the ESS rated power. To evaluate the impact of DERs modeling on 
microgrid stability, the performance of the system with the ESS modeled in detail, with the 
buck/boost converter (Fig. 10) and the VSC (Fig. 2), is compared with the ideal-dc-link 
and VSC inverter model (Fig. 2), as well as with the average ESS model (Fig. 6). Note that 
the controls and system parameters are the same for all these 3 models. 

Fig. 27 shows the ESS active power, reactive power, and RMS voltage of phase a at the 
PCC bus. Note that before t = 11.5s, the ESS performance is satisfactory for all the three 
modeling techniques. Due to switching in the system, there is some ripple in both the active 
and reactive powers in the ideal-dc-link and full detailed models of the ESS. The Total 
Harmonic Distortion (THD) of the instantaneous voltage is 0.25% for the average model, 
3.92% for ideal-dc-link model, and 3.63% for the detailed model. After t = 11.5s, the 
system remains stable for the average and ideal-dc-link models, whereas it shows 
unsustained oscillations for the detailed model. Also, observe that the voltage magnitudes 
at the PCC are close to the nominal values in the average and ideal dc link models, as 
compared to the detailed model of the ESS which exhibits considerable voltage deviations. 

The differences observed in the performance of different modelling approaches can be due 
to the: the dc-link voltage dynamic and/or the high frequency switching. To effectively 
isolate the impact of each factor, an eigenvalue study is performed first based on a signal-
processing technique applied to the dc-link voltage signal. Second, the model proposed in 
[32] is used to isolate the impact of the higher frequencies on the system. 

The dc-link voltage signal of the detailed model is used to identify the critical eigenvalues 
shown in Fig. 28, before and after the second disturbance, using MATLAB’s Steiglitz-
McBride function. Observe that the dominant eigenvalues are pushed to the right-half plane 
after the second disturbance, resulting in the undamped oscillations in Fig. 27. 

To identify and isolate the impact of switches on the performance of the system, the model 
in Fig. 29, in which the switches are replaced by dependent voltage and current sources is 
used; the control system remains the same as in Figs. 2 and 10. Two models are developed 
based on the value of the dependent voltage and current sources. Thus, to emulate the 
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performance of the model with switches, the currents through and voltages across the 
switches are analyzed in each switching state and the dependent voltage and current sources 
values are determined accordingly; this model is referred to as the Switching Dependent 
Source Model (SDSM). To eliminate the impact of high-frequency switching, an averaging 
technique based on the fundamental frequency component is used, and the values of 
dependent voltage and current sources are defined accordingly; this model is referred here 
as the Average DSM (ADSM). Details of these calculations are provided in [32]. 

Fig. 30 shows the ESS active power, reactive power, and phase a RMS voltage at the PCC 
for the ADSM and SDSM. Observe that the performance of the ADSM is exactly the same 
as the performance of the average model shown in Fig. 27, and the performance of the 
SDSM is exactly the same as the performance of the detailed model. By comparing the 
performance of these models, it is possible to isolate the impact of high-frequency 
switching due to the switches, since the physical components of both DSMs are all the 
same, and only the values of the coefficients of the dependent sources are different, 
reflecting the different switching content in the two models. Comparing Figs. 27 and 30 
confirms that it is not possible to capture the behaviour of the detailed model by neglecting 
the switches and/or the impact of high-frequency switching. In addition, it can be 
concluded that including the dc-link voltage dynamics is necessary but not sufficient to 
capture the accurate dynamic performance of the system. 
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Fig. 26. Balanced versus unbalanced load: ESS (a) active power, (b) reactive power, 

(c) instantaneous voltages at the PCC bus, and (d) dc-link voltages. 
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Fig. 27. Impact of VSC modeling: ESS (a) active power, (b) reactive power, and (c) 
RMS phase a voltage at the PCC bus. 
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Fig. 28. Impact of VSC modeling: dominant eigenvalue before and after instability. 

 

Fig. 29. Impact of VSC modeling: schematic of a Battery ESS with switches modeled 
as dependent sources [32]. 
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Fig. 30. Impact of VSC modeling: ESS (a) active power, (b) reactive power, and (c) 
RMS phase a voltage at the PCC bus. 
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5.1.3 Voltage-Frequency Dependency 

In this case, the diesel generator is connected and is the master voltage and frequency 
controller, and the ESS is providing 0.5 MW of active power in the grid-feeding mode. The 
wind turbine is generating 300 kW of active power, and the load scaled so that the total 
system demand is 1.6 MW and 0.2 MVar, balanced among the three phases. At t = 1s, the 
wind generator active power output is decreased to 50 kW. In addition, to demonstrate the 
impact of voltage changes on the system frequency, a -0.1 step change is passed through a 
lag filter with a time constant of 0.4 s, and is then added to the machine voltage regulator 
set-point, to simulate the effect of the Voltage-Frequency Controller (VFC) [44]. 

Fig. 31 shows the wind power output, diesel engine active power, system frequency, and 
the RMS voltage at the PCC bus. Note in these figures that the voltage change has a 
considerable impact on the system frequency response, compensating for the power 
mismatch in the system due to the wind power reduction. As seen in Fig. 31(b), the diesel 
engine active power output barely increases when the system voltage changes, compared 
to a 250 kW increase for the base system. This is due to the linkage between the voltage 
magnitude and active power consumption [46], which is the base of the VFC proposed in 
[44]. Thus, a closed-loop version of the VFC is demonstrated here, as shown in Fig. 32. 

The parameters of the VFC in Fig. 32 are shown in Table. 7, and are first estimated based 
on the Ziegler-Nichols tuning technique, and then refined experimentally. Fig. 33 shows 
the frequency response of the system with the modified VFC is much improved compared 
to the base system. In addition, the voltage steady-state error is zero, due to the negative 
feedback loop of the VFC. This is an example of Frequency Stability in microgrids, 
discussing a control mitigation approach based on the particular characteristics of 
microgrids. 

TABLE 7. VFC Parameters 

VFC Parameters 

𝑲𝑲𝑷𝑷 𝑲𝑲𝑰𝑰 𝑲𝑲𝑽𝑽𝑭𝑭𝑪𝑪 𝝉𝝉𝒍𝒍𝒍𝒍𝒎𝒎𝒅𝒅 𝝉𝝉𝒍𝒍𝒎𝒎𝒍𝒍 

0.04 0.154 1 0.04 s 0.001 s 

𝑽𝑽𝑭𝑭𝑪𝑪𝒎𝒎𝒎𝒎𝒎𝒎 𝑽𝑽𝑭𝑭𝑪𝑪𝒎𝒎𝒎𝒎𝒎𝒎 G 𝝉𝝉𝑻𝑻  

0.1 -0.1 2.5 0.1 s  
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Fig. 31. Voltage-frequency dependency: (a) wind turbine active power, (b) diesel 
engine active power, (c) frequency, and (d) RMS voltage at PCC bus. 
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Fig. 32. Modified version of the VFC in [44]. 

 

Fig. 33. Case C with VFC: (a) diesel engine active power; (b) frequency, and (c) 
RMS voltage at PCC. 
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5.2 Impact of the Bandwidth of the PLL Synchronization Loop 

A study of the three-bus system, shown in Fig. 34 has been carried out in a real-time digital 
simulation platform. When the loadability is close to 1 and the slack bus voltage is slightly 
distorted (THD=0.52%), an instability would be misjudged by the PLL. A fast PLL can 
maintain stability in this case. 

 

Fig. 34. Three-bus test system for PLL stability studies. 

The current control scheme for the grid-connected inverter at Bus 02 is shown in Fig. 35, 
where the current controller 𝐺𝐺𝑐𝑐 is implemented in the dq frame and the phase angle θ′ for 
the (inverse) Park transform is obtained from a Synchronous Reference Frame (SRF) PLL. 
An equivalent ZIP model of the inverter using such current control as well as PLL is 
represented by 
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where 𝑖𝑖𝑑𝑑𝑟𝑟𝑟𝑟𝑓𝑓, 𝑖𝑖𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓, 𝑖𝑖𝑑𝑑, 𝑖𝑖𝑟𝑟, 𝑣𝑣𝑑𝑑, and 𝑣𝑣𝑟𝑟 are the current reference, grid current, and grid voltage 
in the dq frame, respectively; 𝑌𝑌𝑑𝑑𝑑𝑑, 𝑌𝑌𝑟𝑟𝑟𝑟, 𝐼𝐼𝑑𝑑𝑑𝑑, and 𝐼𝐼𝑟𝑟𝑟𝑟 are the equivalent admittance and 
current components of the inverter when the PLL is not considered, and the constant power 
component is zero. The effects of synchronization, represented by the open-loop transfer 
function of PLL 𝐺𝐺𝑃𝑃𝐿𝐿𝐿𝐿_𝑜𝑜𝑝𝑝, can be considered as part of the constant impedance component. 
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Fig. 35. Three-bus test system for PLL stability studies. 

As shown in Fig. 36, when the load at Bus 3 increases at t = 3.5s and max loadability is 
approached, a converter with a slow PLL will cause a system collapse, as shown in Fig. 
36(a), while a fast PLL can keep the system in stable conditions, as illustrated in Fig. 36(b). 
This is an example of Control System Stability, and particularly Converter Stability. 
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(a) 

 

(b) 

Fig. 36. Three-bus test system voltages (in pu): (a) 5.7 Hz PLL, and (b) 20 Hz PLL. 
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5.3 Parallel Converter Droop Control Issues 

This example demonstrates that oscillations can occur in parallel converters with V-I droop 
control [136], when the droop control parameters for the two converters are set differently. 
These types of oscillations will not be observable if the parallel converters are modeled as 
an aggregated converter or their droop parameters are the same, reflecting a Power Supply 
and Balance Stability issue. Roughly speaking, such oscillation are because of the loop 
current, and hence powers, flowing from one converter to another due to the difference in 
two voltage sources representing the two converters. When the droop parameters are 
exactly the same, the two voltage phasors are the same; when the droop parameters are 
different, the two voltage phasors are not the same. 

Fig. 37 depicts the test system [136], and Fig. 38 illustrates the control block for the V-I 
droop. A linearized system model is built for the system and eigenvalue analyses are carried 
out, obtaining the map of poles and zeros of the microgrid with V-I droop using Control 
Design Toolbox in MATLAB. The locations of the dominant poles can be found for 
specific droop coefficients. The m and n values are based on physical units (V/A); thus, for 
𝑚𝑚1  = 0.4 and 𝑚𝑚2  = 0.8, increasing n1 from 0.01 to 1 and n2 from 0.02 to 2, yields the plot 
of dominant poles shown in Fig. 39. With an increasing 𝑛𝑛𝑘𝑘, the dominant poles are drifted 
away from the imaginary-axis, so that the dynamic response becomes faster and the 
damping ratio gets larger. This figure also shows the movement of dominant poles with 
increasing 𝑚𝑚1 from 0.004 to 0.4 and 𝑚𝑚2 from 0.008 to 0.8, for 𝑛𝑛1 = 1 and 𝑛𝑛2 = 2. 

The results depicted in Fig. 39 show that the dominant poles are closer to the imaginary-
axis with decreasing 𝑚𝑚𝑘𝑘 or 𝑛𝑛𝑘𝑘, but they are still in the Left Half Plane (LHP); hence, for 
small 𝑚𝑚𝑘𝑘 or 𝑛𝑛𝑘𝑘 values, oscillations may appear due to the low system damping. However, 
if both of 𝑚𝑚𝑘𝑘 and 𝑛𝑛𝑘𝑘 are small, the system becomes unstable because of the locations of 
the dominant poles, as shown in Fig. 41(a), unless 𝑚𝑚1 = 𝑚𝑚2 and 𝑛𝑛1 = 𝑛𝑛2, which make the 
system stable, as shown in Fig. 41(b). 

 
Fig. 37. Two DERs support one load through parallel VSCs. 
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Fig. 38. Control block diagram for V-I droop. 

 

Fig. 39. Increasing 𝒎𝒎𝑻𝑻 and 𝒎𝒎𝑻𝑻 and 𝒎𝒎𝑻𝑻 and 𝒎𝒎𝑻𝑻 leads to the dominant poles moving to 
the LHP. 
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(a)                                                   (b)                                                     (c) 

 
Fig. 40. (a) 𝒎𝒎𝑻𝑻 = 0.09, 𝒎𝒎𝑻𝑻 = 0.18, 𝒎𝒎𝑻𝑻 = 1, 𝒎𝒎𝑻𝑻 = 2; (b) 𝒎𝒎𝑻𝑻 = 0.004, 𝒎𝒎𝑻𝑻 = 0.008, 𝒎𝒎𝑻𝑻 = 1, 
𝒎𝒎𝑻𝑻 = 2; (c) 𝒎𝒎𝑻𝑻 = 0.09, 𝒎𝒎𝑻𝑻 = 0.18, 𝒎𝒎𝑻𝑻 = 0.01, 𝒎𝒎𝑻𝑻 = 0.02. The straight lines in voltage 

plots represent a ±4% range. 

 

Fig. 41. (a) 𝒎𝒎𝑻𝑻 = 0.004, 𝒎𝒎𝑻𝑻 = 0.008, 𝒎𝒎𝑻𝑻 = 0.01, 𝒎𝒎𝑻𝑻 = 0.02; (b) poles and zeros when 
𝒎𝒎𝑻𝑻 = 𝒎𝒎𝑻𝑻 = 0.04, 𝒎𝒎𝑻𝑻 = 𝒎𝒎𝑻𝑻 = 0.04. 

Simulation results of the detailed model, including power electronic switching, are used to 
verify the capability of the V-I droop control power sharing and the effect of parameters 
on stability. In this case, loads are modeled as impedances, with the load impedance being 
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reduced to have a power increase. Due to the effect of the current controller, the currents 
are kept constant at the moment when the step change is applied; this causes a sudden 
reduction in the PCC voltage or load bus voltage. The results of these simulations are 
shown in Fig. 40. In Fig. 40 (a), there is no oscillation issue with the chosen droop 
coefficients, with the voltages being within the ±4% range. If 𝑚𝑚1 and 𝑚𝑚2 are reduced to 
0.004 and 0.008, power oscillations appear as shown in Fig. 40 (b). If 𝑛𝑛1 and 𝑛𝑛2 are reduced 
to 0.01 and 0.02, then reactive power shows oscillations as illustrated in Fig. 40 (c); these 
oscillations are caused by circulating currents which are basically q-axis currents going 
back and forth between the DER units, and therefore increasing the stress on and losses in 
transmission lines. This is an example of Power Supply and Balance Stability. 

5.4 Interactions Among Diesel Engines and Converters with f-P and V-Q 
Droops 

This example, from [137], demonstrates that the droop gains of diesel engine synchronous 
generators and inverters should be coordinated to avoid instability. The study system is 
shown in Fig. 42, based on the benchmark system of IEEE standard 399-1997 [138], and 
has two diesel-engine generators and two converter-interfaced DERs that form a microgrid. 
Under islanded conditions, the breaker connecting the microgrid to the utility is open. 

 
Fig. 42. IEEE distribution test system. 
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DG1 and DG2 are diesel-engine synchronous generators that are equipped with primary 
frequency controls as shown in Fig. 43. DG3 and DG4 are inverter-interfaced generators 
with the f-P and v-Q droop controls, shown in Fig. 44. A root locus analysis of the system 
shows that there is a gain limit for the diesel generators, as shown in Fig. 45, where the 
droop gain of the diesel engine is limited to 4.33. Fig. 46 illustrates the oscillatory 
instability due to a large droop gain in the diesel engine when the system is subject to a 
small disturbance. This is an example of Power Supply and Balance Stability, since the 
instability can be avoided by modifying the droop gains of either the diesel engines and/or 
the inverter-interfaced generators.  

 

Fig. 43. DG1 and DG2 diesel generator governor model. 

 

Fig 44. Control system of DG3 and DG4 inverter-interfaced generators. 
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Fig. 45. Root locus with a changing f-p droop gain of the diesel generator, with an f-
p droop gain of the inverters 𝑲𝑲𝒎𝒎𝒎𝒎𝒊𝒊 = 25. 
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Fig. 46. Dynamic response of DERs when there is an increase of 0.034 pu in the load 
at Bus 5, for 𝑲𝑲𝒎𝒎𝒎𝒎𝒊𝒊 = 25, and 𝑲𝑲𝑫𝑫𝑻𝑻 = 10. 

5.5 Canadian Solar Microgrid Test Centre Examples 

The Canadian Solar Microgrid Test Centre (MTC) is an industry-based effort to establish 
a hardware simulation tool for development and testing of high renewable-energy 
penetration microgrids, for both islanded and grid-tied systems. The MTC is equipped with 
a diesel generator, renewable energy resources (wind turbine and PV system), PV and wind 
resource simulators, grid simulator, energy storage devices, and various test loads to 
facilitate design and testing of microgrid solutions. Fig. 47 shows the MTC facility 
diagram, which can be operated in islanded mode, grid-connected mode through the main 
breaker, and grid-connected mode through the grid simulator. Transition between off-grid 
and grid-connected modes can be accomplished seamlessly. 
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Fig. 47. Canadian Solar microgrid test facility. 

At least one asset in the microgrid should be in grid-forming mode, while the rest can be 
in grid-following mode. The battery energy storage inverter (200 kW) and diesel generator 
(100 kVA) have a capability to be operated in both grid-forming and grid-following modes, 
while the PV simulator inverter (90 kW) and wind simulator inverter (100 kW) can be only 
in grid-following mode. The battery energy storage system is based on Li-Ion technology, 
and the battery inverter can be operated in PQ mode, i.e. grid-following, or in droop mode, 
i.e. grid-forming. The diesel-based synchronous machine is equipped with a governor, 
AVR, and communication inner controllers. The PV inverter is equipped with MPPT and 
also external PQ curtailment control. The wind inverter is equipped with external PQ 
control with curtailment capability. The facility has a 200 kW R-L controllable load bank, 
and a 30 kVAR capacitor bank to emulate RLC loads; three phase/single phase and 
unbalanced load profiles can be applied using the load bank controller. 

For the four cases discussed next, the system includes the diesel generator, the load bank, 
the PV simulator, and the battery energy storage system in off-grid mode for Cases 1, 2, 
and 3. The wind simulator, grid simulator, and battery energy storage system are utilized 
in Case 4. 
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5.5.1 Frequency Stability 

Case 1: In this test, the diesel generator and the load bank are connected to the microgrid 
bus. The diesel genset is the only generator in this case, which is the master voltage and 
frequency control operating in isochronous mode. To demonstrate the impact of load drop 
on system frequency, the load is decreased from 80 kW to 40 kW. 

Fig. 48 illustrates the waveform of the voltage at the microgrid bus recorded by a power 
quality meter. Observe that the voltage slightly increases; also, frequency increases from 
60 Hz to 61.61 Hz, with F in Fig. 48 being the point at which the frequency is higher than 
60.1 Hz. 

 

Fig. 48. Voltage waveform of the microgrid bus (in V) with only diesel genset and a 
40 kW load drop, with F indicating the point at which frequency exceeds 60.1 Hz. 

Case 2: In this test, the diesel generator, the load bank, and the PV inverters are connected 
to the microgrid bus. The diesel genset is the grid-forming unit operating in the isochronous 
mode. The PV inverters are in MPPT mode. The load is 80 kW, the PV simulator active 
power output is 50 kW, and the diesel genset covers the rest of the load (i.e., 30 kW). To 
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demonstrate the impact of an active power drop of the renewable energy resource, the 
active power output of the PV array simulator is decreased from 50 kW to 10 kW. 

Fig. 49 illustrates the waveform of the voltage at the microgrid bus when the PV output is 
decreased. Note that, the voltage decreases from 490.6 V to 462 V. The frequency 
decreases from 60 Hz to 58.472 Hz, with F in Fig. 49 being the point at which the frequency 
is less than 59.9 Hz. 

 
Fig. 49. Voltage waveform of the microgrid bus (in V) with PV and diesel generator 

for a 40 kW drop in PV output. 

Case 3: In this test, the diesel generator, load bank, PV inverters, and battery energy storage 
are connected to the microgrid bus. The load, diesel generator, and PV inverter are similar 
to Case 2, but the battery energy storage is added in a droop mode to mitigate the frequency 
deviation due to rapid changes in load and/or generation. To demonstrate the impact of an 
active power drop of the renewable energy resource on the system frequency, the active 
power of PV array simulator is decreased from 50 kW to 10 kW. 

Fig. 50 illustrates the waveform of the voltage of microgrid bus when the PV output drops. 
In this case, the frequency decreases from 60 Hz to 58.96 Hz, which is less than in Case 2 
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due to the battery energy storage system, and is within the required IEEE 1547 ranges. The 
black lines in Fig. 50 show the time-spans during which the frequency is below 59.9. 

Fig. 51 shows the active power of diesel generator, battery energy storage system, and PV 
system when the output of PV array simulator is decreased from 50 kW to 5 kW at t=2’ 
55”, and then is increased to 50 kW at t=3’ 59”; in this case, the load is 80 kW. As shown, 
the battery energy storage system injects active power to the microgrid when the frequency 
decreases to help the diesel generator to regulate voltage and frequency, mitigating 
frequency deviations. 

 

 
Fig. 50. Voltage waveform of the microgrid bus (in V) with PV, diesel generator, and 
battery energy storage system for a 40 kW drop in PV output. 
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(a) 

 
(b) 

 
(c) 

Fig. 51. Active power of (a) battery energy storage system, (b) diesel generator, and 
(c) PV system in Case 3. 
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5.5.2 Synchronization to a weak grid 

In this test, the battery energy storage system, and wind simulator inverter are connected 
to the microgrid bus. The grid simulator is used to represent a weak grid, with the simulator 
being an inverter-based power supply that emulates the behavior of the grid. The battery 
inverter is initially in grid-forming mode, while the wind simulator is in PQ mode. A synch-
relay is used so that the entire microgrid can synchronize to the grid simulator across the 
contactor connecting these two systems. This ensures that the grid simulator cannot connect 
to the microgrid with a different voltage, frequency, or phase. In this case, when the 
voltage, frequency, and angle of the microgrid bus and the grid simulator are matched, the 
contactor is closed and the mode of battery energy storage is changed from grid-forming 
to the PQ mode. The wind simulator inverter should stay online during the synchronization 
process. If inner loop controllers are not properly tuned for synchronization to a weak grid, 
there is a slightly phase deviation during the synchronization that results in the inverter in 
PQ mode not being able to synchronize and thus tripping. The wind inverter is running in 
PQ mode (P =0 kW), the battery inverter is running in grid-forming mode, and there is no 
load; then, the microgrid bus is synchronized to the grid simulator, with the battery inverter 
mode changing from grid-forming to PQ mode. 

Fig. 52 shows the voltage and current of the wind simulator during the synchronization 
process. Note that the output of wind simulator is slightly more than zero due to transformer 
losses. Observe that the wind simulator cannot stay online due to the overcurrent trip during 
the synchronization process. A similar test for synchronization of the microgrid to a stiff 
grid does not result in synchronization loss. This is an example of Control System Stability, 
as the inner loop controllers are not properly tuned for synchronization to a weak grid, 
resulting in phase deviation during the synchronization. 
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Fig. 52. Voltage (V) and current (A) waveforms at the wind simulator for the 
synchronization of the microgrid to a weak grid. 

5.5.3 Transformer Energization 

The switching of breakers and energizing of transformers in inverter-based microgrids can 
result in the loss of the entire system. Since the maximum current contribution capability 
of the inverter-based DERs are limited compared to synchronous machine-based DER, the 
grid-forming units should be properly sized for inverter-based microgrids. In this test, the 
battery energy storage is in grid-forming mode and is connected to the microgrid bus; the 
rated power of the battery inverter is 200 kW. Since there is no load connected to the 
microgrid bus, the inverter output power is zero. Then, the breaker of the wind turbine 
simulator transformer (112.5 kVA, 480V/600V) is closed. 

Fig. 53 shows the voltage and current waveforms of the battery energy storage during the 
switching of the transformer. Although the rated power of the battery inverter is two times 
greater than the rated power of transformer, the battery inverter trips due to its overcurrent 
protection. Inverters can generally contribute in-rush currents from 1.2-1.5 pu of their rated 
powers. It should be mentioned that there are various techniques to energize the 
transformers to reduce in-rush currents; thus, proper attention should be paid in the design 
of inverter-based microgrids and the procedures to energize transformers. This is an 
example of Power Supply and Balance Stability, and in particular Voltage Stability. 



TASK FORCE ON MICROGRID STABILITY ANALYSIS AND MODELING, DRAFT REPORT, March 2018. 
 

72 
 
 

 

 

 

 

 

Fig. 53. Voltage (V) and current (A) waveform of battery energy storage during 
energization of a transformer. 

5.6 Impact of Load Dynamics 

In order to compare the characteristics of different load types (e.g., static loads, DOL loads, 
VSD loads), a three-phase short-circuit fault was simulated on the microgrid shown in Fig. 
54, which comprises a total load of 60 kW, with each load type having equal capacity, i.e., 
20 kW for each static, DOL and VSD loads. The static load is represented by a ZIP load 
model with a 0.85 lagging power factor, and has equal proportion of constant current, 
power, and impedance load. The DOL motor load is represented by a fan load, and the 
VSD motor load is represented by a pump load. Initially, the microgrid is operated in grid-
connected mode, but does not exchange active power with the main grid. The solar PV 
system generates 35 kW, the diesel generator generates 20 kW, and the battery energy 
storage system injects 5.5 kW to maintain the power balance in the microgrid. 

Fig. 55 represents the active and reactive power for each load type, following a 150 ms 
three-phase short-circuit fault, with a fault impedance of 0.1+ j 0.1 pu at the microgrid 400 
V busbar during grid-connected and islanded modes. Observe that the different load types 
result in substantially different system responses during the short-circuit fault. Both the 
static and DOL motor loads’ active and reactive power consumption substantially decrease 
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during the fault, and recover rapidly following fault clearance. However, unlike the static 
load, the DOL motor load requires substantial reactive power during the recovery phase, 
i.e., three times the rated reactive power, even though limited by a soft-starter; this would 
affect the overall stability of the microgrid. The VSD motor load is less affected in grid-
connected mode, and maintains almost the same active and reactive power consumption. 
However, in islanded mode, the VSD motor load trips due to commutation failure at the 
front-end rectifier [139], resulting in active and reactive power decreasing to zero, as shown 
in Fig. 55(c). 

 

Fig. 54. Microgrid test system for dynamic load studies. 

Fig. 56 illustrates the various loads’ dynamic responses following a 12 kW load switching 
event, (20% load increase) in the microgrid for grid-connected and islanded modes. All 
three load types have negligibly affected during the load switching event when operating 
in grid-connected mode; however, in islanded mode, 0.05% - 5% oscillations are observed 
in all three load types. This example shows the importance of the load characteristics for 
microgrid stability. 
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Fig. 55. Dynamic characteristics of different load types during a fault in a 
microgrid: (a) static (ZIP) load, (b) DOL motor load, and (c) VSD motor load. 
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Fig. 56. Dynamic response of different load types during a 20% load switch event. 

5.7 Virtual Inertia Mitigation Techniques 

Virtual (Synthetic) inertia has been widely proposed in the literature as a solution for low 
inertia issues. Some of the most popular topologies involve a synchronverter [140], Virtual 
Synchronous Machines (VISMA) [141], Ise Lab’s topology [142], Synchronous Power 
Controllers (SPC) [143], VSYNC topology [144], virtual oscillator control [145], and 
others. Droop controllers used in parallel operation of DERs have also been shown to 
provide virtual inertia under certain conditions [146]. The basic concept is the same in all 
of these techniques, with the aim of replicating inertial response through control algorithms 
and power electronic converters [69]. The required energy can be obtained through ESS or 
curtailed operation of DERs. One of the basic requirements of these systems is that they 
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operate autonomously and quickly (from a few cycles to less than 10 s) to counter-act the 
fast decay of frequency in low-inertia microgrid systems. 

Fig. 57 shows a typical configuration of a virtual-inertia system, with the virtual-inertia 
algorithm at the core of the system. The controller senses the frequency of the system 
typically using a PLL. Based on the frequency measurements and its rate-of-change, power 
references can be generated for the inverter as follows: 

 𝑃𝑃𝑞𝑞𝑉𝑉 = 𝐾𝐾𝐷𝐷∆𝜔𝜔 + 𝐾𝐾𝑉𝑉
𝑑𝑑∆𝜔𝜔
𝑑𝑑𝑑𝑑

 (48) 

where ∆𝜔𝜔 and 𝑑𝑑∆𝜔𝜔 𝑑𝑑𝑑𝑑⁄  are the change in frequency and its Rate of Change (ROCOF). 𝐾𝐾𝐷𝐷 
and 𝐾𝐾𝑉𝑉 are the damping and the inertia constants, respectively. 

More sophisticated control approaches like the synchronverter, VSIMA, SPC, etc., try to 
mimic the exact dynamics of a synchronous generator either through detailed equations or 
some kind of approximation. Virtual-inertia algorithms are already implemented in 
commercial inverters; however, certain challenges still remain in the integration of virtual-
inertia systems in the context of microgrids. Improved control design, aggregation of 
multiple virtual inertia units and energy usage minimization are a few of the challenges 
that need to be addressed [147]. 

 
Fig. 57. Virtual-inertia using a power electronic converter. 
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5.7.1 Benchmark PV-Hydro Microgrid System 

To demonstrate the impact of high renewable penetration in the frequency stability of 
microgrids, a PV-hydro benchmark system, introduced in [68], is used here. This 
benchmark system consists of a 39 kVA hydro generator and a 25 kWp PV system, as 
shown in Fig. 58. The hydro unit was adapted from the remote village of Bhujung in Nepal, 
scaling it to match the PV installation at the South Dakota State University (SDSU) 
Microgrid Research laboratory. The microgrid is a three-phase system operating at 208 V 
with a rated frequency of 60 Hz. The PV is modeled using current sources with no inertial 
response, whose magnitude depends on the available solar irradiance. High penetration of 
intermittent PV in such systems can lead to frequency stability, as fast changes in PV 
generation cannot be absorbed by the relative low inertia of the small-hydro system. 

The test system was analyzed using a 250 s snapshot of real irradiance data, as shown in 
Fig. 59. The frequency variations were obtained for three different levels of PV penetration, 
i.e., 10, 15, and 25 kWp, as shown in Fig. 60. Large frequency variations outside the 
ISO8528 recommended limits for generators [148] can be observed; with increased PV 
penetration, the magnitude of the frequency excursions are much higher. The ROCOF are 
extremely high (as high as 4.8 Hz/s for 25 kWp penetration). This affects the frequency 
stability of the system, since such conditions can trigger frequency relays leading to 
cascading failures of generation units in a microgrid. 

 
Fig. 58. Virtual-inertia unit implemented in a benchmark PV-hydro microgrid 

system. 
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Fig. 59. Snapshot of irradiance data for July 19, 2012 (sampling rate is 1 s). 

 

Fig. 60. Frequency variations observed in the PV-hydro benchmark system for PV 
penetration levels of 10, 15, and 25 kWp. 

Simulations are then performed with a dedicated inverter emulating virtual inertia installed 
in the system, as shown in Fig. 58. The frequency of the system for 25 kWp PV penetration 
after addition of virtual inertia is shown in Fig. 61 with solid lines. The reduction in the 
ROCOF and the frequency excursions are summarized in Table 8. The maximum and 
minimum frequency excursions can be reduced by 6.3% and 4.7%, respectively; similarly, 
the maximum ROCOF can be reduced by as much as 85.4%. After the addition of VI, both 
the frequency and its rate of change are within the permissible limits. 
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Fig. 61. Reduction in frequency deviations in the PV-hydro benchmark with virtual 
inertia unit. 

TABLE 8. Comparison of Frequency Variation and ROCOF With and Without 
Virtual Inertia 

 Without Virtual Inertia With Virtual Inertia 

Minimum Frequency 56.9 Hz 59.6 Hz 

Maximum Frequency 65.1 Hz 61.0 Hz 

Maximum ROCOF 4.8 Hz/s 0.7 Hz/s 

5.8 Isolation and reconnection of a microgrid 

One of the desired features of a microgrid is its capability of disconnection from and re-
synchronization to a larger grid, in cases such as faults and intentional islanding. In this 
example, a small perturbation stability analysis of pre- and post-isolation shows how the 
system could become unstable. 

The microgrid under study is shown in Fig. 62, where two inverter-interfaced DERs feed 
local loads, with the possibility of grid connection through a static switch. The microgrid 
model includes realistic distribution line parameters, as well as coupling transformers for 
each DER. The parameters are summarized in Table 9. The DER model is shown in Fig. 2 
with LCL filters, average model for the VSC (as in Fig. 6), and traditional low-pass-filtered 
frequency droop control (voltage droop control is neglected for simplicity). 
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TABLE 9. Parameters for Microgrid Components 

Parameters Value Units 

Nominal frequency (𝑓𝑓0) 60 Hz 

DERs rated power (𝑃𝑃1,2) 10 kW 

DERs rated phase voltage (𝑉𝑉1,2) 120 V 

DERs resistance (𝑅𝑅1,2) 0.0188 Ω 

DERs inductance (𝐿𝐿1,2) 0.62 mH 

Filter inductance (𝐿𝐿𝑓𝑓) 0.3379 mH 

Filter capacitance (𝐶𝐶𝑓𝑓) 53.2544 µF 

Filter resistance (𝑅𝑅𝑓𝑓) 0.026 Ω 

DER 1 power set-point (𝑃𝑃10) 545.8 W 

DER 2 power set-point (𝑃𝑃20) -569.5 W 

Transformer series reactance (𝑋𝑋𝑡𝑡) 0.0481 Ω 

Transformer series resistance (𝑅𝑅𝑡𝑡) 0.0481 Ω 

Feeder 2 reactance (𝑋𝑋𝑍𝑍2) 0.00064 Ω 

Feeder 2 resistance (𝑅𝑅𝑍𝑍2) 0.0049 Ω 

Feeder 3 reactance (𝑋𝑋𝑍𝑍3) 0.0072 Ω 

Feeder 3 resistance(𝑅𝑅𝑍𝑍3) 0.0547 Ω 

Feeder 4 reactance (𝑋𝑋𝑍𝑍4) 0.0024 Ω 

Feeder 4 resistance(𝑅𝑅𝑍𝑍4) 0.0182 Ω 

 

Using dynamic phasor modeling [149], a small-perturbation stability study is carried out 
on this microgrid, showing that when the droop gains are arbitrarily modified, the behavior 
of the microgrid for islanded and grid-connected conditions is rather different. The system 
eigenvalues for the islanded case are shown in Fig. 63, for a droop gain of the DER 1 
between 5% to 20%, while maintaining the droop gain of DER 2 at 5%. Observe that the 
system is stable at all droop gains; the results of sweeping the droop gain of DER 2 are 
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similar, but not shown here. The system eigenvalues for the grid-tied case are shown in 
Fig. 64, for the same droop gains; note that, in this case, the system becomes unstable for 
droop gains above 16%.  

The results of this study are verified by a time-domain simulation of the microgrid model 
in Fig. 62. The model considers grid islanding and re-synchronization throughout the 
simulation. Thus, Fig. 65 illustrates the case of microgrid islanding, when the droop gains 
of DERs 1 and 2 are at 5%. Observe that, when the static switch is opened  at t = 10 s, the 
microgrid transits into an island seamlessly, with a reduction in frequency due to the droop 
control, and the power of the impedance load being reduced due to the voltage drop. It is 
worth noting that, before islanding, both DERs feed power equal to their set-points, with 
grid feeding the load and part of the microgrid losses. After the transition, both sources 
feed the load according to their power and frequency set-points, with a frequency drop of 
0.3 Hz. As Figs. 63 and 64 illustrate, on both states the microgrid is stable.  

 

Fig. 62. Simulation model of a microgrid for islanding and synchronization analysis. 
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Fig. 63. Eigenvalues of the islanded microgrid, stable case. 

 

Fig. 64. Eigenvalues of the grid-connected microgrid, unstable case. 
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Fig. 66 shows the microgrid re-synchronization process starting at t = 15 s. Observe that 
the microgrid presents poor oscillation damping, but otherwise the synchronization is 
stable. The droop gains of the DERs are again at 5%, thus ensuring stability. This particular 
results are an example of Power Supply and Balance Stability, since both inverters are 
tuned similar, and oscillations arise from poor power sharing between the DERs rather than 
a poorly tuned inverter. 

 

Fig. 65. Simulation results for microgrid islanding: stable case. 

Fig. 67 illustrates the case of the microgrid in grid-tied mode, with the droop gain of DER 
1 being increased from 5% to 20% at t = 20 s. As expected from the eigenvalues shown in 
Fig. 64, the system is unstable in this case. The time-domain simulation shows that before 
t = 27 s, the power and frequency waveforms of DER 1 and the grid show sustained 
oscillations until t = 27 s, when the static switch is opened and the microgrid is islanded, 
reaching stable operation after a few seconds, which is expected from the eigenvalues 
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depicted in Fig. 63. This is an example of Control System Stability, since the droop gain 
of one individual inverter, is unrealistically high, i.e., it is poorly tuned for grid-tied 
operation. 

 

Fig. 66. Simulation results for grid synchronization: stable case. 
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Fig. 67. Simulation results for grid synchronization: unstable case. 

5.9 Alaska Power System Integration Laboratory Examples 

The Alaska Center for Energy and Power (ACEP) Power Systems Integration (PSI) 
laboratory is a hardware and software-based research facility designed to investigate and 
test renewable energy and energy storage integration schemes for Remote Islanded 
Microgrids (RIMs). The laboratory houses a 500 kW test bed consisting of a 320 kW diesel 
generator with a programmable controller, 100 kW wind turbine simulator, 100 kW PV 
simulator, 1000 Ah battery bank, 325 kW inverter, two 250 kW digitally-controlled RL 
load banks, and distributed control and data acquisition infrastructure. A one-line diagram 
of the ACEP PSI laboratory test bed is shown in Fig. 68.  
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Fig. 68. One-line diagram of Alaska Center for Energy and Power’s Power System 
Integration Laboratory microgrid test bed. 

Two key features of the PSI laboratory for testing RIMs with high penetration of renewable 
energy are the inverter and distributed controllers. The inverter can operate in grid-forming 
and grid-following mode, and the local diesel controller can switch in real-time between 
isochronous and droop mode to follow the inverter. The inverter with distributed controls 
and battery bank allow for the system to transition between high penetration renewable-
diesel mode and diesel-off (renewable only) mode. This, combined with capabilities of the 
digitally-controlled RL load banks with minimum steps of 5 kW and 1 kVAR, provides a 
platform for testing the stability of the system under a number of loading and renewable 
penetration scenarios. 

A simulation model of the PSI laboratory in wind-diesel mode, as depicted in Fig. 69, was 
developed and validated with measurements to study frequency stability of RIMs under 
various levels of wind penetration and load conditions [150]. This model was further 
enhanced to investigate the use of distributed secondary load control for frequency stability 
in high penetration wind-diesel mode [151]-[153]. Examples from these studies are 
provided next. 
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Fig. 69. Model of the Power System Integration Laboratory (PSI) microgrid test bed 
in wind-diesel mode with a distributed secondary load controller. 

5.9.1 Modeling Issues in Wind-Diesel Microgrids 

Actual measurements and simulation results of system voltage, frequency, and current 
taken from the PSI microgrid system and its model in diesel-only with a load transition are 
shown in Fig. 70. The same variables in wind-diesel mode at three different wind 
penetration levels are illustrated in Figs. 71-73. While the modelled frequency shows 
typical responses, the measured frequency shows both usual and unusual response 
characteristics. Thus, observe the differences in magnitude, peak time, and settling time of 
the responses, particularly in the diesel-only case under medium-high load transitions (Fig. 
70). The difficulty with the diesel model is in tuning the diesel engine speed controller and 
accurately modelling its inertial response; in this case, the diesel engine is simply modelled 
as a time delay. Note in Figs. 71-73 that the frequency response to a low penetration wind 
transient is more accurately modelled than a medium-high penetration wind transient. In 
this case, the inverter in grid-following mode is assisting in providing P and Q in tandem 
with the diesel operating in isochronous mode. These studies shown the importance of 
proper modeling of the microgrid components, especially under high RE penetration, as 
discussed in Section 4. 
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Fig. 70. Plots comparing measured and modelled voltage, frequency, and current for 
a 250 kW load increase (left) and a 250 kW decrease (right) for diesel-only mode 

(power factor = 1.0). 
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Fig. 71. Plots comparing measured and modelled voltage, frequency, and current for 
a 10 kW wind generation increase (left) and a 10 kW decrease (right) with low 

penetration, and a 100 kW load in wind-diesel mode (power factor = 0.8 lagging). 

0.5 1 1.5 2 2.5 3
200

250

300

350

Time (s)

Li
ne

 to
 n

eu
tra

l R
M

S
 v

ol
ta

ge
 (V

ol
ts

) I9 VRMS

 

 

0.5 1 1.5 2 2.5 3
59

59.5

60

60.5

61

Time (s)

Fr
eq

ue
nc

y 
(H

z)

I9 f

 

 

0.5 1 1.5 2 2.5 3
0

50

100

150

200

250

Time (s)

R
M

S
 li

ne
 c

ur
re

nt
s 

(A
m

ps
)

I9 IRMS

 

 

0.5 1 1.5 2 2.5
200

250

300

350

Time (s)

Li
ne

 to
 n

eu
tra

l R
M

S
 v

ol
ta

ge
 (V

ol
ts

) I10 VRMS

 

 

0.5 1 1.5 2 2.5
59

59.5

60

60.5

61

Time (s)

Fr
eq

ue
nc

y 
(H

z)

I10 f

 

 

0.5 1 1.5 2 2.5
0

50

100

150

200

250

Time (s)

R
M

S
 li

ne
 c

ur
re

nt
s 

(A
m

ps
)

I10 IRMS

 

 

Vln,RMS (meas)

Vln,RMS (model)

Vln,RMS (meas)

Vln,RMS (model)

Fan (meas)

Fan (model)

Fan (meas)

Fan (model)

Ibus,RMS (meas)

IDEG,RMS (meas)

IWTG,RMS (meas)

Ibus,RMS (model)

IDEG,RMS (model)

IWTG,RMS (model)

Ibus,RMS (meas)

IDEG,RMS (meas)

IWTG,RMS (meas)

Ibus,RMS (model)

IDEG,RMS (model)

IWTG,RMS (model)



TASK FORCE ON MICROGRID STABILITY ANALYSIS AND MODELING, DRAFT REPORT, March 2018. 
 

90 
 
 

 

 

 

 

Fig. 72. Measured and modelled voltage, frequency, and current for a 45 kW wind 
generation increase (left) and a 45 kW decrease (right) with medium penetration, 

and a 100 kW load in wind-diesel mode (power factor = 0.8 lagging). 
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Fig. 73. Measured and modelled voltage, frequency, and current for a 75 kW wind 
generation increase (left) and 75 kW decrease (right) with medium-high 

penetration, and a 100 kW load in wind-diesel mode (power factor = 0.8 lagging). 

5.9.2 Distributed Secondary Load Control 

In wind-diesel RIM systems, a centralized secondary load controller is typically used to 
buffer wind generation and demand events. While a central dump load or electric hot water 
tank is often used for this purpose, the excess energy from the wind can be stored using 
distributed electric thermal loads with autonomous controls. In this case, each electric 
thermal load has a PI controller that uses the frequency of the load current to actuate four 
load steps in proportion to increases in frequency above 60 Hz during wind events. 
Simulations using the model of the PSI wind-diesel system with distributed secondary load 
control for a ramp-up/ramp-down wind profile and for a synthesized dynamic wind profile 
are shown in Figs. 74 and 75, respectively. 

In Fig. 74, a transition can be observed from diesel-only mode with decrease in the primary 
load from 75 kW to 50 kW, to wind-diesel mode with a ramp-up wind profile, until the 
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diesel reaches its Minimum Optimal Load (MOL) and distributed secondary load control 
is actuated. The diesel operates in isochronous mode, controlling frequency and voltage 
with the inverter in grid following mode (WD-Low). The diesel switches to droop mode 
after its output power drops below the 50 kW MOL (WD-High). The system then 
transitions to wind-only mode once the power consumed (16 kW here) by the synchronous 
generator, now operating as a synchronous condenser, equals the difference between the 
power output of the diesel and wind generator. 

 

Fig. 74. System frequency, voltage, power generation, and load for a ramp-up/ramp-
down wind profile using autonomous distributed secondary load control. 
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Fig. 75. System frequency and control mode, wind and diesel power, and primary 
and secondary load simulation response to a synthesized dynamic wind profile 

(mean wind speed = 8 m/s) with the transition from wind-diesel to wind-only mode 
being managed by the autonomous distributed secondary load control. 

For a more realistic wind profile, a three-minute synthesized dynamic wind speed profile 
(mean speed = 8 m/s) is generated based on synthesized one-second Shinozuka turbulence 
as discussed in [154], and introduced to the system under a steady load of 60 kW. In [155], 
this method is shown to be accurate for short dynamic time scales. As seen in Fig. 75, the 
system is allowed to transition from WD-Low to wind-only mode using the distributed 
secondary loads for frequency control during and after the transition. Up to t = 85 s, the 
diesel can freely switch between isochronous and droop modes as the amount of wind power 
varies. At t = 114 s, the distributed secondary loads take over control of the frequency 
regulation (within +/- 0.5%) as the diesel is now isolated from the system. This is an 
example of frequency stability improvements through load control, especially under high 
RE penetration. 

5.10 Hardware in the Loop Simulation Example 

The studies presented next describe HIL setups of real hardware equipment (inverter and 
loads) interfaced with a DRTS through an amplifier, to validate the equipment being tested 
and also study its impact on the microgrid. 
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5.10.1 PHIL Validation of Inverter Supplementary Controls 

The PHIL setup depicted in Fig. 76 consists of a simulated network with a synchronous 
generator, low voltage lines, a load, and a storage system, integrated with a hardware PV 
inverter connected to a PV simulator. The inverter has P-f droop control, and the simulated 
storage system has a virtual inertia control. In order to evaluate the contribution of these 
controls to frequency regulation, a load change is analyzed with and without droop and 
virtual inertia controls. 

 

Fig. 76. PHIL setup. 

 

Fig. 77. Frequency for PHIL studies. 
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Fig. 77 illustrates the frequency deviation for the various controls studies with the PHIL 
setup. The droop control (slow controller of the hardware inverter) reduces the steady state 
error, and the simulated virtual inertia control reduces the transient peak compared to the 
case with no DER frequency controls. The best case is observed when both droop and 
virtual inertia controls are included [156]. This is an example of frequency stability 
improvement. 

In standardized testing of P-f droop curves, the inverter is typically tested under specific 
frequency profiles and without having any interaction with other equipment. With the PHIL 
experiments, the hardware inverter can be tested integrated with a microgrid, and its effect 
on the system can also be evaluated. 

5.10.2 CHIL and PHIL Testing of Microgrid Frequency Controller  

The setup depicted in Fig. 78 shows a simulated microgrid, which includes a synchronous 
generator, a LV line, a load, and a PV, interfaced through a PHIL setup with some real 
external loads and an external controller (CHIL). The purpose of the controller is to activate 
the real external dump loads to satisfy the minimum load requirement of the synchronous 
generator (30% of nominal power), which can be an issue with high PV penetration as load 
and solar radiation changes during the day. 

 

Fig. 78. CHIL and PHIL testing of islanded microgrid controller. 
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The activation of the dump loads is shown in Fig. 79, resulting in the frequency regulation 
illustrated in Fig. 80; observe the reduction in the steady state frequency deviation. The 
transient response of frequency and active power of the synchronous generator for a sudden 
increase in solar irradiation and corresponding activation of the dump loads are illustrated 
in Figs. 81 and 82, respectively. This is an example of frequency stability improvement. 

 

Fig. 79. CHIL and PHIL synchronous generator and dump load active power 
during daily operation. 

 

Fig. 80. CHIL and PHIL frequency before and after the activation of the dump 
loads during daily operation. 
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Fig. 81. CHIL and PHIL Frequency response for fast solar radiation changes. 

 

Fig. 82. CHIL and PHIL synchronous generator power response for fast solar 
radiation changes. 
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6. CONCLUSIONS 
Microgrids present some unique characteristics, compared to transmission systems, 
associated with their distribution voltage levels and generation equipment, such as 
unbalanced operation, feeder characteristics (small X/R ratio, short length), load voltage 
dependency, inverter-based generation and storage, low inertia, low short-circuit capacity, 
and high load and generation variability and uncertainty.  These particular grid 
characteristics have a significant impact on the stability of islanded microgrids, presenting 
particular stability issues different from the classical problems observed in bulk power 
systems. 

This document focused on presenting relevant microgrid stability definitions, modeling, 
analysis techniques, and examples. It provided first a definition of microgrid stability, and 
classified various forms of instabilities in microgrids based on their fundamental causes 
and manifestations. A discussion of the modeling of microgrid core components, including 
DERs, feeders, and loads was also presented. An overview of analyses techniques that 
allow the study and understanding of stability in microgrids was then presented and 
discussed. Finally, various microgrid stability examples were provided, including studies 
of the impact of unbalanced loading, component modeling, the linkage of voltage and 
frequency, as well as PLL bandwidth and synchronization, parallel converter and diesel 
droop control issues, frequency stability, load dynamics, and islanding and grid 
synchronization. Mitigation techniques to improve microgrid stability were also discussed 
as part of the stability examples, in particular voltage-frequency control and virtual-inertia. 
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